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Whˢ I˦ Thi˦ Dˢc˨ˠeˡ˧ Fˢ˥?
This document is tailored for a diverse audience comprising developersƬ AppSec

professionalsƬ DevSecOps and MLSecOps teamsƬ data engineersƬ data scientistsƬ CISOsƬ and
security leaders who are focused on developing strategies to secure Large Language Models
ƺLLMsƻ and Generative AI applicationsƫ It provides a reference guide of the solutions available to aid
in securing LLM applicationsƬ equipping them with the knowledge and tools necessary to build
robustƬ secure AI applicationsƫ

Objec˧i˩e˦
This document is intended to be a companion to the OWASP Top 10 for Large Language Model

ƺLLMƻ Applications List and the CISO Cybersecurity ǽ Governance Checklistƫ Its primary objective is
to provide a reference resource for organizations seeking to address the identified risks and
enhance their security programsƫ While not designed to be an allǀinclusive resourceƬ this document
offers a researched point of view based on the top security categories and emerging threat areasƫ
It captures the most impactful existing and emerging categoriesƫ By categorizingƬ definingƬ and
aligning applicable technology solution areas with the emerging LLM and generative AI threat
landscapeƬ this document aims to simplify research efforts and serve as a solutions reference
guideƫ

Scˢˣe
The scope of this document is to create a shared definition of solution category areas that

address the security of the LLM and generative AI life cycleƬ from development to deployment and
usageƫ This alignment supports the OWASP Top 10 List For LLMs outcomes and the CISO
Cybersecurity and Governance Checklistƫ To achieve thisƬ the document will create an initial
framework and category descriptorsƬ utilizing both openǀsource solutions and providing
mechanisms for solution providers to align their offerings with specific coverage areas as
examples to support each categoryƫ

The document adheres to several key rules to maintain its integrity and usefulnessƭ

Ɣ VendďīǀAgnďĮĴic and OĨen AĨĨīďachƭ It maintains a neutral stanceƬ avoiding
recommendations of one technology over anotherƬ instead providing category guidance
with choices and optionsƫ

Ɣ SĴīaighĴfďīœaīdƬ AcĴiďnable Gķidanceƭ The document offers clearƬ actionable advice
that organizations can readily implementƫ

Ɣ CďďīdinaĴed Knďœledge GīaĨhƭ It includes coordinated termsƬ definitionsƬ and
descriptions for key conceptsƫ

Ɣ PďinĴ Ĵď EŘiĮĴing SĴandaīdĮƭ Where existing standards or sources of truth are availableƬ
the document references these instead of creating new sourcesƬ ensuring consistency
and reliabilityƫ
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Iˡ˧˥ˢd˨c˧iˢˡ

WiXh Xhe gVS[Xh Sf GeReVaXiZe AI adSTXiSR, YWage, aRd aTTPicaXiSR deZePSTQeRX cSQeW Re[
ViWOW XhaX affecX hS[ SVgaRi^aXiSRW WXVaXegi^e aRd iRZeWX. AW XheWe ViWOW eZSPZe, WS dS ViWO QiXigaXiSR
WSPYXiSRW, XechRSPSgieW, fVaQe[SVOW, aRd Xa\SRSQieW. TS aid WecYViX] PeadeVW iR TViSViXi^aXiSR,
cSRZeVWaXiSRW abSYX eQeVgiRg XechRSPSg] aRd WSPYXiSR aVeaW QYWX be aPigRed aTTVSTViaXeP] XS
cPeaVP] YRdeVWXSSd bYWiReWW SYXcSQeW fSV AI WecYViX] WSPYXiSRW. The business outcomes of AI
security solutions must be properly defined to aid security leaders in budgeting

Many organizations have already invested heavily in various security toolsƬ such as
vulnerability management systemsƬ identity and access management ƺIAMƻ solutionsƬ endpoint
securityƬ Dynamic Application Security Testing ƺDASTƻƬ observability platformsƬ and secure CIƸCD
ƺContinuous IntegrationƸContinuous Deploymentƻ toolsƬ to name a fewƫ HoweverƬ these traditional
security tools may not be suŨcient to fully address the complexities of AI applicationsƬ leading to
gaps in protection that malicious actors can exploitƫ For exampleƬ traditional security tools may not
suŨciently address the unique data security and sensitive information disclosure protection in the
context of LLM and Gen AI applicationsƫ This includes but is not limited to the challenges of
securing sensitive data within promptsƬ outputsƬ and model training dataƬ and the specific
mitigation strategies such as encryptionƬ redactionƬ and access control mechanismsƫ

Emergent solutions like LLM FirewallsƬ AIǀspecific threat detection systemsƬ secure model
deployment platformsƬ and AI governance frameworks attempt to address the unique security
needs of AIƸML applicationsƫ HoweverƬ the rapid evolution of AIƸML technology and its applications
has driven an explosion of solution approachesƬ which has only added to the confusion faced by
organizations in determining where to allocate their security budgetsƫ

Defiˡiˡg ˧he Sec˨˥i˧ˬ Sˢl˨˧iˢˡ˦ Laˡd˦caˣe

There have been many approaches to characterizing the solutions landscape for Large
Language Model tools and infrastructureƫ In order to develop a solutions landscape that focuses on
the security of LLM applications across the lifecycle from planningƬ developmentƬ deploymentƬ and
operationƬ there are four key areas of input we have focused on to develop both a definition for
Large Language Model DevSecOPs and related solutions landscape categoriesƫ

Landscape Considerations
AĨĨlicaĴiďn TřĨeĮ and ScďĨe ǀ which impacts the peopleƬ processesƬ and tools needed based on
the complexity of the application and the LLM environmentƬ asǀaǀserviceƬ selfǀhostedƬ or
customǀbuiltƫ

Emeīging LLMSecOĨĮ PīďceĮĮ ǀ while this is a work in progressƬ many are looking to adapt and
adopt existing DevOps and MLOps and associated security practicesƫ We expect our definition to
evolve as the development processes for LLM applications begin to matureƫ
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ThīeaĴ and RiĮk Mďdeling ǀ understanding the risks posed by LLM systemsƬ application usageƬ or
misuse like those outlined in the OWASP Top 10 for LLMs and Generative AI ApplicationsƬ are key to
understanding which solutions are best suited to improve the security posture and combat a range
of attacksƫ

Tīacking Emeīging SďlķĴiďnĮ ǀ many existing security solutions are adapting to support LLM
development workflows and use cases however given the nature of new threats and evolving
technology and architectures new types of LLMǀspecific security solutions will be necessaryƫ

LLM Application Categories, Securitˬ Challenges
Organizations have been leveraging Machine Learning in applications for decadesƫ This often

required detailed expertise in Data Science and extensive model trainingƫ Generative AI has
changed thisƫ SpecificallyƬ Large Language Models ƺLLMsƻ havemademachine learning technology
widely accessibleƫ The ability to dynamically interact in plain language has opened the door for the
creation of a new class of dataǀdriven applications and application integrationsƫ FurthermoreƬ
usage is no longer limited to the highly skilled efforts of traditional developers and data scientistsƫ
Preǀtrained models enable nearly anyone to perform complex computational tasksƬ regardless of
prior exposure to programming or securityƫ Organizations have been leveraging Machine Learning
in applications for decades including Natural Language Processing ƺNLPƻ models that often require
detailed expertise in Data Science and extensive model trainingƫ

With the advent of transformers technology enabling generative capabilities combined with
the ease of access for preǀtrained asǀaǀservice models like ChatGPT and other asǀaǀserviceƬ Four
major categories of LLM Application Architecture emergedƮ PromptǀcentricƬ AI AgentsƬ
PlugǀinsƸextensionsƬ and complex generative AI application where the LLM plays a key role in a
larger application use caseƫ

ƺfigureƭ Application Categories ǽ Summary Attributesƻ

Having a common view of typical LLM application architecturesƬ including agentsƬ modelsƬ
LLMsƬ and the ML application stackƬ is crucial for defining and aligning the application stackƬ
security modelƬ and application offeringsƫ BelowƬ we have provided a short description of key
characteristicsƬ use casesƬ and security challenges for each application categoryƫ
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S˧a˧ic P˥ˢˠˣ˧ A˨gˠeˡ˧a˧iˢˡ Aˣˣlica˧iˢˡ˦
These applications involve specific WXaXic RaXYVaP PaRgYage iRTYXW to guide the behavior of a

large languagemodel ƺLLMƻ toward generating the desired outputƫ This technique optimizes the
interaction between the user and themodel by fineǀtuning the phrasingƬ contextƬ and instructions
given to the LLMƫ These applications allow users to accomplish a wide range of tasks by simply
refining how they ask questions or provide instructionsƫ

Keř ChaīacĴeīiĮĴicĮ
ż Human tomodel Ƹ model to human interaction and response
ż Static prompt augmentation
ż Flexibility and Creativity
ż Simplicity and Accessibility
ż Rapid Prototyping and Experimentation

UĮe CaĮe EŘamĨleĮ
ż ExperimentationƸRapid Prototyping
ż Content Generation Tools
ż Text Summarization Applications
ż QuestionǀAnswering Systems
ż Language Translation Tools
ż Chatbots and Virtual Assistants

SecķīiĴř ChallengeĮ
ż Promptǀbased applications face security risks like prompt injection attacks and

data leakage from poorly crafted promptsƫ Lack of context or state management
can lead to unintended outputsƬ increasing misuse vulnerabilityƫ Userǀgenerated
prompts may cause inconsistent or biased responsesƬ risking compliance or ethical
violationsƫ Ensuring prompt integrityƬ robust input validationƬ and securing the LLM
environment are crucial to mitigate these risksƫ
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Ageˡ˧ic Aˣˣlica˧iˢˡ˦
These applications leverage Large Language Models ƺLLMsƻ to autonomously or

semiǀautonomously perform tasksƬ make decisionsƬ and interact with users or other systemsƫ
These agents are designed to act on behalf of usersƬ handling complex processes that often involve
multiple stepsƬ integrationsƬ and realǀtime decisionǀmakingƫ They operate with a level of autonomyƬ
allowing them to complete tasks without constant human interventionƫ

Keř ChaīacĴeīiĮĴicĮ
ż Autonomy and DecisionǀMaking
ż Interaction with External Systems
ż State Management and Memory
ż ComplexWorkflow Automation
ż HumanǀAgent Collaboration

UĮe CaĮe EŘamĨleĮ
ż Virtual Assistants
ż Customer Support Bots
ż Process Automation Agents
ż Data Analysis and Reporting Agents
ż Intelligent Personalization Agents
ż Security and Compliance Agents

SecķīiĴř ChallengeĮ
ż Agent applicationsƬ with their autonomy and access to various systemsƬ must be

carefully secured to prevent misuseƫ They face security challenges like
unauthorized accessƬ increased exploitation risks due to interaction with multiple
systemsƬ and vulnerabilities in decisionǀmaking processesƫ If Įomeone gainĮ
conĴīol of an aķĴonomoķĮ agenĴƬ Ĵhe conĮeĪķenceĮ coķld be ĮeŒeīeƬ eĮĨeciallř in
cīiĴical ĮřĮĴemĮƫ EnĮķīing īobķĮĴ acceĮĮ conĴīolĮ and encīřĨĴion meĴhodĮ Ĵo
ĨīoĴecĴ againĮĴ ĴhiĮ iĮ eĮĮenĴialƫ Ensuring data integrity and confidentiality is
criticalƬ as agents often handle sensitive information it is important to secure data
at all stagesƬ including at ǀrestƬ in motionƬ and access through secured APIsƫ Their
autonomy also poses risks of unintended or harmful decisions without oversightƫ
Robust authenticationƬ encryptionƬ monitoringƬ and failǀsafe mechanisms are
essential to mitigate these security risksƫ Observability and Traceability solutions
that monitor the entire lifecycle of the Agents ƺDesignƬ DevelopmentƬ DeploymentƬ
and Visibility on decisionǀmakingƻ must be considered to ensure realǀtime
corrections using a humansǀinǀtheǀloop process can be enforcedƫ
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LLM Pl˨g-iˡ˦, E˫˧eˡ˦iˢˡ˦
Plugǀins are extensions or addǀons that integrate LLMs into existing applications or platformsƬ

enabling them to provide enhanced or new functionalitiesƫ Plugǀins typically serve as a bridge
between the LLM and the applicationƬ facilitating seamless integrationƬ such as adding a language
model to a word processor for grammar correction or integrating with customer relationship
management ƺCRMƻ systems for automated email responsesƫ

While it can be sometimes diŨcult to draw the line between Agents and plugǀins or extensions
which are often components of larger applicationsƬ onemeasure is the way it is deployed and usedƫ
For exampleƬ a plugǀin would be a preǀbuilt agen designed for reuse that you call explicitlyƬ through
an APIƬ or as part of an LLMs plugin or extension framework vsƫ custom code running in the
background on a periodic basisƫ

Keř ChaīacĴeīiĮĴicĮ
ż Modularity and Flexibility
ż Seamless Integration
ż Task Specific Focus
ż Ease of Deployment and Use
ż Rapid Updates and Maintenance

UĮe CaĮe EŘamĨleĮ
ż Content Generation Tools
ż Text Summarization Applications

SecķīiĴř ChallengeĮ
ż Plugins interacting with sensitive data or critical systems must be carefully vetted

for security vulnerabilitiesƫ Poorly designed or malicious plugins can cause data
breaches or unauthorized accessƫ LLM plugins face challenges like compatibility
issuesƬ where updates can introduce vulnerabilitiesƬ and integration with sensitive
systems increases the risk of data leaksƫ Ensuring secure API interactionsƬ regular
updatesƬ and robust access controls is crucialƫ Resourceǀintensive plugins may
degrade performanceƬ risking exploitationƫ

ż
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Cˢˠˣle˫ Aˣˣlica˧iˢˡ˦
Complex applications are sophisticated software systems that deeply integrate Large

Language Models ƺLLMsƻ as a central component to provide advanced functionalities and solutionsƫ
These applications are characterized by their comprehensive scopeƬ scalabilityƬ and the integration
of multiple technologies and componentsƫ They are typically designed to solve intricate problemsƬ
often in enterprise environmentsƬ and require extensive developmentƬ engineeringƬ and ongoing
maintenance effortsƫ

Keř ChaīacĴeīiĮĴicĮ
ż Multiǀcomponent architectures are designed to process prompts from other

nonǀhuman systemsƫ
ż Often usemultiple integrationsƬ including other modelsƫ
ż MultiǀComponent Architecture
ż Scalability and Performance
ż Advanced Features and Customization
ż EndǀtoǀEndWorkflow Automation

UĮe CaĮe EŘamĨleĮ
ż Legal Document Analysis Platforms
ż Automated Financial Reporting Systems
ż Customer Service Platforms
ż Healthcare Diagnostics

SecķīiĴř ChallengeĮ
ż Complex LLM applications face major security challenges due to their integration

with multiple systems and extensive data handlingƫ These include API
vulnerabilitiesƬ data breachesƬ and adversarial attacksƫ The complexity increases
the risk of misconfigurationsƬ leading to unauthorized access or data leaksƫ
Managing compliance across components is also diŨcultƫ Robust encryptionƬ
access controlsƬ regular security auditsƬ and comprehensive monitoring are
essential to protect these applications from sophisticated threats and ensure data
securityƫ
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LLM Development and Consumption Models
One of the first considerations for an organization is deciding upon the approach to leveraging

LLM capabilities based on the type of application and goals for the projectƫ TodayƬ developers have
a choice of two primary deployment models when implementing LLMǀbased applications and
systemsƫ

CīeaĴe a Neœ Mďdelƭ The training process for custom LLMs is intensiveƬ often involving
domainǀspecific datasets and extensive fineǀtuning to achieve desired performance levelsƫ This
approach is more akin to MLOps building ML models from the ground upƬ with detailed data
analysisƬ collection formattingƬ cleaningƬ and labelingƫ One of the benefits of this approach is that
you know the lineage and source of the data the model is built on and can attest directly to its
validity and fitƫ HoweverƬ a major downside is the resourcesƬ costƬ and expertise necessary to buildƬ
trainƬ and verify a model that meets the project objectivesƫ Custom LLMs provide tailored solutions
optimized for specific tasks and domainsƬ offering higher accuracy and alignment with an
organizationǑs specific needsƫ

CďnĮķme and CķĮĴďmiše EŘiĮĴing MďdelĮƭ Preǀtrained ƺfoundationƻ modelsƬ whether
selfǀhosted or offered as a serviceƬ such as with ChatGPTƬ Bert and others on the other hand
provide a more accessible entry point for organizationsƫ These models can be quickly deployed via
APIsƬ allowing for rapid solution validation and integration into existing systemsƫ The LLMOps
process in this scenario emphasizes customization through fineǀtuning with specific datasetsƬ
ensuring the model meets the applicationǑs unique requirementsƬ followed by robust deployment
andmonitoring to maintain performance and securityƫ
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LLMOps and LLMSecOps Defined
Having a common view of typical LLM application architecturesƬ including agentsƬ modelsƬ

LLMsƬ and the ML application stackƬ is crucial for defining and aligning the application stack and
security modelƫ

ƺfigureƭ LLMOps related Operations Process for DataƬ Machine Learning and DevOpsƻ

A Q˨ick Oˣ˦ P˥iˠe˥ - Fˢ˨ˡda˧iˢˡ fˢ˥ LLMOˣ˦
DevOpsƬ which emphasizes collaborationƬ automationƬ and continuous integration and

deployment ƺCIƸCDƻƬ has laid the groundwork for eŨcient software development and operationsƫ By
streamlining the software development lifecycleƬ DevOps enables rapid and reliable delivery of
applicationsƬ fostering a culture of collaboration between development and operations teamsƫ

DataOps builds on DevOpsƬ where data pipelines are managed with similar automationƬ version
controlƬ and continuousmonitoringƬ ensuring data quality and compliance across the data lifecycleƫ
MLOps also extends the DevOps principles to machine learningƬ focusing on the unique challenges
of model developmentƬ trainingƬ deploymentƬ and monitoringƫ Utilizing DevOps as a foundation
ensures that both DataOps and MLOps inherit a robust infrastructure that prioritizes eŨciencyƬ
scalabilityƬ securityƬ and faster innovation in dataǀdriven andmachine learning applicationsƫ

MLOps and DataOps are foundational to LLMOps because they establish the critical processes
and infrastructure needed for managing the lifecycle of large language models ƺLLMsƻƫ DataOps
ensures that data pipelines are eŨciently managedƬ from data collection and preparation to
storage and retrievalƬ providing highǀqualityƬ consistentƬ and secure data that LLMs rely on for
training and inferenceƫ MLOps extends these principles by automating and orchestrating the
machine learning lifecycleƬ including model developmentƬ trainingƬ deploymentƬ andmonitoringƫ
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LLMOps and MLOpsƬ while rooted in the same foundational principles of lifecycle managementƬ
diverge significantly in their focus and requirements due to the specific demands of large language
models ƺLLMsƻƫ LLMOps encompasses the complexities of trainingƬ deployingƬ andmanaging LLMsƬ
which require substantial computational resources and sophisticated handlingƫ LLMOps ensure
that LLMs are eŨciently integrated into production environmentsƬ monitored for performance and
biasesƬ and updated as needed to maintain their effectivenessƫ This holistic approach ensures that
the deployment and operation of LLMs are streamlinedƬ scalableƬ and secureƬ including
considerations for data validation and provenance to ensure that the data used for training and
fineǀtuning LLMs is trustworthy and free from tamperingƫ This can include techniques for data
auditing and verificationƫ

LLMOˣ˦ Life Cˬcle S˧age˦ - Fˢ˨ˡda˧iˢˡ fˢ˥ LLMDe˩SecOˣ˦

As mentioned earlier in this documentƬ to align security solutions for LLM applications for our
solution guide we are using the LLMOps process to define the solution categories so that they align
with the challenges developers are facing in developing and deploying LLMǀbased applicationsƫ

ƺfigureƭ Combined LLM Custom and LLM PreǀTrained Imageƻ

The LLMOps processes differ significantly between using preǀtrained LLM models for
application development and creating custom LLM models from scratch using openǀsource and
custom datasetsƬ which inherit more from MLOps practices with some additionsƫ We first need to
define the stagesƬ the typical developer tasksƬ and the security steps at each stage of the life cycleƫ

Version 1ƫ0 12 of 34



| GenAIƬ LLMSecOps and SecķriĴř SolķĴion Landscape

ƺfigureƭ LLMops PreǀTrained Process and Stepsƻ

These phases we have defined includeƭ ScopeƸPlanƬ Model FineǀTuningƸData AugmentationƬ
TestƸEvaluateƬ ReleaseƬ DeployƬ OperateƬ MonitorƬ and Governƫ Of courseƬ this is an iterative
approachƬ whether you are practicing waterfallƬ agileƬ or a hybrid approach each of these steps can
be leveragedƫ

Scˢˣ˜ˡ˚/P˟aˡˡ˜ˡ˚

The focus is on defining the applicationǑs goalsƬ understanding the specific needs the LLMwill
addressƬ and determining how the preǀtrained model will be integrated into the larger systemƫ This
stage involves gathering requirementsƬ assessing potential ethical and compliance considerationsƬ
and setting clear objectives for performanceƬ scalabilityƬ and user interactionƫ The outcome is a
detailed project plan that outlines the scopeƬ resourcesƬ and timelines needed to implement the
LLMǀpowered application successfullyƫ

Typical Activitiesƭ

LLMOps LLMSecOps

Ɣ Data Suitability
Ɣ Model Selection
Ɣ Requirements Gathering

ƺbusinessƬ technicalƬ and dataƻ
Ɣ Task Identification
Ɣ Task Suitability

Ɣ Access Control and Authentication
Planning

Ɣ Compliance and Regulatory Assessment
Ɣ Data Privacy and Protection Strategy
Ɣ Early Identification of Sensitive Data
Ɣ ThirdǀParty Risk Assessment ƺModelƬ

ProviderƬ etcƫƻ
Ɣ Threat Modeling

Da˧a A˨˚ˠ˘ˡ˧a˧˜ˢˡ aˡd F˜ˡ˘-T˨ˡ˜ˡ˚
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The focus is on customizing the preǀtrainedmodel to better suit the specific application needsƫ
This involves augmenting the original dataset with additional domainǀspecific dataƬ enhancing the
modelǑs ability to generate accurate and contextually relevant responsesƫ Fineǀtuning is then
conducted by retraining the LLM on this enriched datasetƬ optimizing its performance for the
intended use caseƫ This stage is critical for ensuring that the LLM adapts effectively to the unique
challenges of the target domainƬ improving both accuracy and user experience with fewer
instances of hallucinationƫ

Typical Activitiesƭ

LLMOps LLMSecOps

Ɣ Data Integration
Ɣ Retrieval Augmented Generation

ƺRAGƻ
Ɣ Fine Tuning
Ɣ Inǀcontext Learning and

Embeddings
Ɣ Reinforcement Learning with

Human Feedback

Ɣ Data Source Validation
Ɣ Secure Data Handling
Ɣ Secure Output Handling
Ɣ Adversarial Robustness Testing
Ɣ Model Integrity Validation ƺexƭ serialization

scanning for malwareƻ
Ɣ Vulnerability Assessment

Aˣˣ˟˜ca˧˜ˢˡ D˘˩˘˟ˢˣˠ˘ˡ˧ aˡd E˫ˣ˘˥˜ˠ˘ˡ˧a˧˜ˢˡ

The focus shifts to integrating the fineǀtuned model into the applicationǋs architectureƫ This
stage involves building the necessary interfacesƬ user interactionsƬ and workflows that leverage
the LLMǋs capabilitiesƫ Developers experiment with different configurationsƬ testing the modelǋs
performance within the application and refining the integration based on user feedback and
realǀworld scenariosƫ This iterative process is crucial for optimizing the user experience and
ensuring the LLM functions effectively within the broader application contextƫ

Typical Activitiesƭ

LLMOps LLMSecOps

Ɣ Agent Development
Ɣ ExperimentationƬ Iteration
Ɣ Prompt Engineering

Ɣ AccessƬ AuthenticationƬ and Authorization
ƺMFAƻ

Ɣ Experiment Tracking
Ɣ LLM ǽ App Vulnerability Scanning
Ɣ Model and Application Interaction Security
Ɣ SASTƸDASTƸ IAST
Ɣ Secure Coding Practices
Ɣ Secure LibraryƸCode Repository
Ɣ Software Composition Analysis
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T˘˦˧ aˡd E˩a˟˨a˧˜ˢˡ

At this stage in the LLM SDLC and Ops processƬ the focus is on rigorously assessing the
applicationǑs performanceƬ securityƬ and reliabilityƫ This stage involves conducting comprehensive
testingƬ including functionalƬ securityƬ and usability testsƬ to ensure the LLM integrates seamlessly
with the application and meets all defined requirementsƫ Evaluation metrics are used to measure
the modelǑs accuracyƬ response timesƬ and user interactionsƬ allowing for fineǀtuning and
adjustmentsƫ This phase is crucial for identifying and resolving any issues before the application is
deployed to productionƬ ensuring it operates effectively and securely in realǀworld environmentsƫ

Typical Activitiesƭ

LLMOps LLMSecOps

Ɣ Evaluate themodel on validation
and test datasetsƫ

Ɣ Integration Testing
Ɣ Perform bias and fairness checksƫ
Ɣ Stress Ƹ Performance Testing
Ɣ Use crossǀvalidation and other

techniques to ensure robustnessƫ
Ɣ Validate themodelǋs interpretability

and explainabilityƫ

Ɣ Adversarial Testing
Ɣ Application Security Orchestration and

Correlation
Ɣ Bias and Fairness Testing
Ɣ Final Security Audit
Ɣ Incident SimulationƬ Response Testing
Ɣ LLM Benchmarking
Ɣ Penetration Testing
Ɣ SASTƸDASTƸIAST
Ɣ Vulnerability Scanning

R˘˟˘a˦˘

The focus shifts to deploying the finalized application to the production environmentƫ This
stage involves finalizing the deployment strategyƬ configuring the infrastructure for scalability and
securityƬ and ensuring that all componentsƬ including the LLMƬ are integrated and functioning as
intendedƫ Critical tasks include setting up monitoring and alerting systemsƬ conducting a final
security reviewƬ and preparing for user onboardingƫ The goal is to ensure a smooth and secure
transition from development to productionƬ making the application available to users with minimal
risk and downtimeƫ
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Typical Activitiesƭ

LLMOps LLMSecOps

Ɣ Enable continuous delivery of
model updates

Ɣ Integrate security checks and
automated testing in the pipelineƫ

Ɣ Package themodel for deployment
ƺeƫgƫƬ using DockerƬ Kubernetesƻƫ

Ɣ Set up CIƸCD pipelines to automate
application andmodel trainingƬ
testingƬ and deploymentƫ

Ɣ AIƸML Bill of Materials ƺBOMƻ
Ɣ Digital ModelƹDataset Signing
Ɣ Model Security Posture Evaluation
Ɣ Secure CIƸCD pipeline
Ɣ Secure Supply Chain Verification
Ɣ Static and Dynamic Code Analysis
Ɣ User Access Control Validation
Ɣ Model Serialization Defenses

D˘ˣ˟ˢˬ

The focus is on securely launching the LLM and its associated components into the
production environmentƫ This stage involves configuring the deployment infrastructure for
scalability and reliabilityƬ ensuring that all security measures are in placeƬ and validating the
integration of the LLM with other application componentsƫ Key activities include setting up
realǀtime monitoringƬ conducting final checks to prevent any vulnerabilitiesƬ and implementing
fallback mechanisms to ensure continuous operationƫ The goal is to smoothly transition from
development to live operationƬ ensuring that the application is ready to handle realǀworld usageƫ

Typical Activitiesƭ

LLMOps LLMSecOps

Ɣ Infrastructure Setup
Ɣ Integrate with existing systems or

applicationsƫ
Ɣ Model and App Deployment
Ɣ Set up APIs or services for access
Ɣ User access and role management

Ɣ Compliance Verification
Ɣ Deployment Validation
Ɣ Digital ModelƹDataset Signing Verification
Ɣ EncryptionƬ Secrets management
Ɣ LLM EnabledWeb Application Firewall
Ɣ Multiǀfactor Authentication
Ɣ Network Security Validation
Ɣ Secrets Management
Ɣ Secure API Access
Ɣ Secure Configuration
Ɣ User and Data Privacy Protections
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Oˣ˘˥a˧˘
The focus at this stage in the LLM SDLC and Ops process is onmanaging andmaintaining the

application in a live production environmentƫ This stage involves continuous monitoring of the
applicationǑs performanceƬ securityƬ and user interactions to ensure it operates smoothly and
securelyƫ Key activities include responding to incidentsƬ applying updates or patchesƬ and refining
the model based on realǀworld data and feedbackƫ The goal is to maintain high availabilityƬ optimize
performanceƬ and ensure the application remains secure and effective over timeƫ

Typical Activitiesƭ

LLMOps LLMSecOps

Ɣ Feedback Collection
Ɣ Iterative Enhancements
Ɣ Model Maintenance
Ɣ Performance Management
Ɣ Scalability and Infrastructure

Management
Ɣ User Support and Issue Resolution

Ɣ Adversarial Attack Protection
Ɣ Automated Vulnerability Scanning
Ɣ Data Integrity and Encryption
Ɣ LLM Guardrails
Ɣ LLM Incident Detection and Response
Ɣ Patch Management
Ɣ PrivacyƬ Data Leakage Protection
Ɣ Prompt Security
Ɣ Runtime Application SelfǀProtection
Ɣ Secure Output Handling

Mˢˡ˜˧ˢ˥
The focus at this stage is on continuously observing the applicationǑs performanceƬ securityƬ

and user interactions in realǀtimeƫ This stage involves tracking key metricsƬ detecting anomaliesƬ
and ensuring the LLMmodel and application components are functioning as expectedƫ Monitoring
also includes gathering data for ongoing improvementƬ identifying potential issues before they
impact usersƬ andmaintaining compliance with security and operational standardsƫ The goal is to
ensure the application remains stableƬ secureƬ and eŨcient throughout its lifecycleƫ

Typical Activitiesƭ

LLMOps LLMSecOps

Ɣ Automate retraining processes
based on new dataƫ

Ɣ Detect and respond to model drift or
degradationƫ

Ɣ Managemodel versioning and
rollback if necessary

Ɣ Monitor model performance ƺeƫgƫƬ
latencyƬ accuracyƬ user interactionsƻƫ

Ɣ Adversarial Input Detection
Ɣ Model Behavior Analysis
Ɣ AIƸLLM Secure Posture Management
Ɣ Patch and Update Alerts
Ɣ Regulatory Compliance Tracking
Ɣ Security Alerting
Ɣ Security Metrics Collection
Ɣ User Activity Monitoring
Ɣ Observability
Ɣ Data Privacy and Protection
Ɣ Ethical Compliance
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Gˢ˩˘˥ˡ
At this stage in the LLMOps processƬ the focus is on establishing and enforcing policiesƬ

standardsƬ and best practices to ensure the application operates securely and ethically throughout
its lifecycleƫ This stage involves setting governance frameworks that oversee data usageƬ model
managementƬ complianceƬ and security controlsƫ Key activities include auditingƬ risk managementƬ
and ensuring the application adheres to regulatory requirements and organizational policiesƫ

Typical Activitiesƭ

LLMOps LLMSecOps

Conduct regular audits for compliance
ƺeƫgƫƬ GDPRƬ CCPAƻƫ
Data Governance
Document model decisionsƬ datasets
usedƬ andmodel versionsƫ
Implement model governance
frameworksƫ

Bias and Fairness Oversight
Compliance Management
Data Security Posture Management
Incident Governance
Risk Assessment and Management
UserƸMachine Access audits

Maˣˣiˡg ˧ˢ ˧he OWASP Tˢˣ 10 fˢ˥ LLM Th˥ea˧ Mˢdel

ƺfigureƭ OWASP Top 10 for LLM Application architecture and Threat Modelƻ

Having a common view of typical LLM application architecturesƬ including agentsƬ modelsƬ
LLMsƬ and the ML application stackƬ is crucial for defining and aligning the application stack and
security modelƫ By leveraging the application architecture from the OWASP Top 10 for LLMsƬ we can
align appropriate security solutions with the specific risks and mitigation areas identified in the
OWASP Top 10ƫ This alignment ensures a comprehensive and cohesive approach to addressing the
unique security challenges posed by LLM applicationsƫ
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Application SerŒices
An LLM application service uses large language models to process and generate
humanǀlike text for tasks like chatbotsƬ translationƬ and content creationƫ It integrates with
data agentsƬ APIsƬ and security measures to ensure seamlessƬ secureƬ and eŨcient
AIǀdriven servicesƬ managing themodel lifecycle from training to deploymentƫ

Production SerŒices
Production services deploy and manage large language models for realǀtime applicationsƬ
ensuring high performanceƬ scalabilityƬ and securityƫ These services handle model trainingƬ
versioningƬ and monitoringƬ integrating with APIs and security frameworks to deliver
reliable apps like chatbots and translation services in a production environmentƫ

Training DaĴaĮeĴĮ ǽ ProceĮĮing
Training datasets consist of vastƬ diverse text sourcesƬ including booksƬ articlesƬ and web
contentƫ To ensure quality and consistencyƬ these datasets undergo preprocessing steps
like tokenizationƬ cleaningƬ and normalizationƫ

DoœnĮĴream SerŒiceĮ
Downstream services utilize the output of languagemodels for applications such as
chatbotsƬ content generationƬ sentiment analysisƬ and automated translationsƫ These
services integrate LLM capabilities to enhance user interactions and data processing

EŘĴernal daĴa ĮoķrceĮ
External data sources include web crawling through search engine APIsƬ remote
datastoresƬ and thirdǀparty APIsƫ They provide additional context and upǀtoǀdate
informationƬ enhancing themodelǑs accuracy and relevance by supplementing the
preǀtrained data with realǀtimeƬ domainǀspecific insightsƫ

OWASP Tˢˣ 10 fˢ˥ LLM˦ Sˢl˨˧iˢˡ˦ Laˡd˦caˣe

The LLM security solutions landscape leverages the LLMSecOps framework and integrates
seamlessly with the LLMOps processesƬ encompassing ScopeƸPlanƬ Model FineǀTuningƸData
AugmentationƬ TestƸEvaluateƬ ReleaseƬ DeployƬ OperateƬ MonitorƬ and Govern stagesƫ This
framework ensures that security is embedded at every phase of the LLM lifecycleƬ addressing
unique challenges posed by LLM applicationsƬ including promptǀbased interfacesƬ automation
agentsƬ LLM extensionsƬ and complex LLMǀdriven applicationsƫ

The landscape includes both traditional security controls extended to support LLMModelsƬ
applicationsƬ and workloadsƬ as well as specialized security solutions designed for LLM
environmentsƫ While not intended to be a comprehensive list it provides a guiding framework for
security professionals looking to integrate security controls and address the LLM Application Top
10 security risks as part of the LLM application and operations lifecycleƫ
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Emerging GenAI/LLM-Specific Securitˬ Solutions

The architecture and approaches for LLMs and Generative AI applications are still in their
infancyƬ introducing new challenges that extend beyond the scope of traditional security and
DevSecOps practicesƬ often operating in unpredictable and dynamic environments where
traditional security controls may fall short in addressing specific risks such as prompt injectionƬ
adversarial manipulationƬ and ethical biasesƫ

We have begun to see new solutions emerging that address these security gaps and have
attempted to capture them in the table belowƫ We will continue to update our list as new solutions
appearƫ These categories are typically early in developmentƬ but can have immediate benefitsƫ

Security Solutions Description

LLM Fiīeœall An LLM firewall is a security layer specifically designed to protect large language
models ƺLLMsƻ from unauthorized accessƬ malicious inputsƬ and potentially harmful
outputsƫ This firewall monitors and filters interactions with the LLMƬ blocking
suspicious or adversarial inputs that could manipulate the modelǑs behaviorƫ It also
enforces predefined rules and policiesƬ ensuring that the LLM only responds to
legitimate requests within the defined ethical and functional boundariesƫ
AdditionallyƬ the LLM firewall can prevent data exfiltration and safeguard sensitive
information by controlling the flow of data in and out of the modelƫ

LLM AķĴďmaĴed
Benchmaīking
ƺincludes vulnerability
scanningƻ

LLMǀspecific benchmarking tools are specialized tools designed to identify and
assess security weaknesses unique to large language models ƺLLMsƻƫ These
capabilities include detecting potential issues such as prompt injection attacksƬ data
leakageƬ adversarial inputsƬ and model biases that malicious actors could exploitƫ The
scanner evaluates the modelǑs responses and behaviors in various scenariosƬ flagging
vulnerabilities that traditional security tools might overlookƫ

LLM GķaīdīailĮ LLM guardrails are protective mechanisms designed to ensure that large language
models ƺLLMsƻ operate within defined ethicalƬ legalƬ and functional boundariesƫ These
guardrails help prevent the model from generating harmfulƬ biasedƬ or inappropriate
content by enforcing rulesƬ constraintsƬ and contextual guidelines during interactionƫ
LLM guardrails can include content filteringƬ ethical guidelinesƬ adversarial input
detectionƬ and user intent validationƬ ensuring that the LLMǋs outputs align with the
intended use case and organizational policiesƫ

AI SecķīiĴř
PďĮĴķīe
ManagemenĴ

AIǀSPM has emerged as a new industry term promoted by vendors and analysts to
capture the concept of a platform approach to security posture management for AIƬ
including LLM and GenAI systemsƫ AIǀSPM focuses on the specific security needs of
these advanced AI systemsƫ Focused on the models themselves traditionallyƫ The
stated goal of this category is to cover the entire AI lifecycleǃfrom training to
deploymentǃhelping to ensure models are resilientƬ trustworthyƬ and compliant with
industry standardsƫ AIǀSPM typically provides monitoring and address vulnerabilities
like data poisoningƬ model driftƬ adversarial attacksƬ and sensitive data leakageƫ

ƺtableƭ List of New LLM Specific Security Solutionsƻ
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LLM & Generative AI Securitˬ Solutions

The security solutions matrix below is based on the LLMSecOps lifecycleƬ andmapping it to the
OWASP Top 10 for LLMs and Generative AI offers a targeted approach to assessing security
controlsƫ This matrix helps identify gaps by aligning security tools with OWASPǋs key risks at each
stageƬ such as adversarial attacks and data leakageƫ

By crossǀreferencing existing security measures with the specific needs of LLM and Generative
AI applicationsƬ organizations can ensure comprehensive coverage and strengthen their security
posture across the entire development processƫ

GEN AI SEC8RIT< SOL8TIONS LANDSCAPE - ONLINE DIRECTOR<

https://genai.owasp.org/ai-security-solutions-landscape/

Visit the online directorř to see the latest solķtions listing

The solution landscape of open source projects and proprietary offerings will be updated
quarterly in this document to ensure the community maintains a reasonably updated reference listƫ
We are also maintaining an onǀline director on the project website to provide the most up to date
listingsƫ These listings are community and research sourcedƫ

Solution listings may be submitted online by companiesƬ projects or individualsƫ Submissions
will be reviewed for accuracy before publishingƫ Below is an outline of the solution matrix
maintained in the document with definitions for each areaƫ

Sˢl˨˧iˢˡ Laˡd˦caˣe Ma˧˥i˫ Defiˡi˧iˢˡ˦

E;AMPLE

Solķtion
ƺProjectƬ ProdķctƬ SerŒiceƻ

Třpe
ƺOpen SoķrceƬ
Proprietarřƻ

ProjectƬ
Companř

Gen
AIƸLLMSecOps
Categorř CoŒerage

Top ųŲ for LLM
Risk CoŒerage

PīďjecĴƸPīďdķcĴ Name
CīeaĴe hřĨeīlink Ĵď Ĵhe
ĨīďjecĴƸĨīďdķcĴ

OĨeĊ Sďķīce OĨeĊ Sďķīce PīďjecĴ
NaĉeƬ CďĉĨaĊř
Naĉe

LiĮĴ ďf cďŒeīed
ĮecķīiĴř cďĊĴīďl
caĴegďīi
eĮ ĨīďŒided œiĴhiĊ
each ĮĴage

LiĮĴ ďf Ĵhe LLM TďĨ ųŲ
RiĮkĮ CďŒeīed bř Ĵhe
ĮďlķĴiďĊƫ UĮe ǈLLMǅAllǉ
fďī all caĴegďīieĮƫ
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Landscape Solution Matri˫

SCOPINGƸPLANNING

SolķĴion Třpe ProjecĴƸCompanř Gen AIƸLLMSecOps Top ųŲ for LLM
Risk CoŒerage

SĴīðÌÐGPT OĨeĊ Sďķīce SĴīðÌÐGPT Ɣ ThīeaĴ MďdeliĊg LLMǅAll

MðĴīÐAĴăaĮ PīďĨīieĴaīř MðĴīÐ Ɣ ThīeaĴ MďdeliĊg LLMǅAll

DATA A8GMENTATION AND FINE-T8NING

SolķĴion Třpe ProjecĴƸCompanř Gen AIƸLLMSecOps Top ųŲ for LLM
Risk CoŒerage

Cloaked AI PīďĨīieĴaīř IronCore Labs Ɣ Secķīe DaĴa HaĊdliĊg LLMŲŸ

Unstructred.io PīďĨīieĴaīř UĊĮĴīķcĴķīÐÌƫðď Ɣ Secķīe DaĴa HaĊdliĊg LLMŲŸ

DEˉELO˃MENˇ AND Eˋ˃E˅IMENˇAˇION

SolķĴion Třpe ProjecĴƸCompanř Gen AIƸLLMSecOps Top ųŲ for LLM
Risk CoŒerage

Aqua Security PīďĨīieĴaīř Aqua Security Ɣ SASTƬ DAST ǽ IAST
Ɣ Secure LibraryƸCode

Repository
Ɣ Software Composition

Analysis
Ɣ Secure LibraryƸCode

Repository

LLMŲųƬ LLMŲŴƬ
LLMŲŵƬ LLMŲŶƬ
LLMŲŷƬ LLMŲŸƬ
LLMŲŹƬ LLMŲźƬ
LLMŲŻƬ LLMųŲ

Cloaked AI PīďĨīieĴaīř IronCore Labs Ɣ Secķīe DaĴa HaĊdliĊg LLMŲŸ

Fickling OĨeĊ Sďķīce Trail of Bits Ɣ Pickle Library
Ɣ Malicious Runǀtime File

Detection

LLMŲŵ

PrivacyRaven OĨeĊ Sďķīce Trail of Bits Ɣ Privacy testing library for
AI models

Ɣ Malicious Runǀtime File
Detection

LLMŲŵƬ LLMŲŸ
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Pangea Sanitize Proprietary Pangea Ɣ Model And Application
Interaction Security

Ɣ Secure Coding Practices

LLMŲŴƬ LLMŲŵƬ
LLMŲŷƬ LLMŲŸ

Pangea Authorization Proprietary Pangea Ɣ AccessƬ Authentication
And Authorization ƺMFAƻ

Ɣ Model And Application
Interaction Security

Ɣ Secure Coding Practices

LLMŲŶƬ LLMŲŸƬ
LLMŲŹƬ LLMŲźƬ
LLMųŲ

Pangea Authentication Proprietary Pangea Ɣ AccessƬ Authentication
And Authorization ƺMFAƻƬ

Ɣ Model And Application
Interaction SecurityƬ

Ɣ Secure Coding Practices

LLMŲŶƬ LLMŲŹƬ
LLMųŲ

Pangea Redact Proprietary Pangea Ɣ Model And Application
Interaction SecurityƬ

Ɣ Secure Coding Practices

LLMŲŶƬ LLMŲŹƬ
LLMųŲ

PurpleLlama CodeShield Open Source Meta-PurpleLlama Ɣ Insecure Code Generation LLMŲŴ

Pangea Data Guard Proprietary Pangea Ɣ Model And Application
Interaction SecurityƬ

Ɣ Secure Coding Practices

LLMŲŶƬ LLMŲŹƬ
LLMųŲ

Pangea Prompt Guard Proprietary Pangea Ɣ Model And Application
Interaction SecurityƬ

Ɣ Secure Coding Practices

LLMŲųƬ LLMŲŵ

Cisco AI Validation Proprietary Cisco Systems Ɣ Adversarial Input
DetectionƬ

Ɣ AIƸLLM Secure Posture
Management

Ɣ Final Security Audit
Incident Simulation

Ɣ LLM Benchmarking

LLMŲųƬ LLMŲŵƬ
LLMŲŶƬ LLMŲŸƬ
LLMŲŻ

Mend AI Proprietary Mend.io Ɣ LLM ǽ App Vulnerability
Scanning

Ɣ Model And Application
Interaction Security

Ɣ SASTƸDASTƸIAST
Ɣ Secure Coding Practices
Ɣ Secure LibraryƸCode

Repository
Ɣ Software Composition

Analysis

LLMŲųƬ LLMŲŴƬ
LLMŲŵƬ LLMŲŶƬ
LLMŲŸƬ LLMŲŹƬ
LLMŲźƬ LLMŲŻƬ
LLMųŲ
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TEST AND EVALUATION

Solution Type ProjectƸCompany Gen AIƸLLMSecOps Top ų0 for LLM
Risk Coverage

LLM Vulnerability
Scanner

Open Source Garak.AI Ɣ LLM Vulnerability
Scanning

LLM01

Prompt Foo Open Source Prompt Foo Ɣ Adversarial Testing
Ɣ Bias and Fairness

Testing
Ɣ Final Security Audit
Ɣ LLM Benchmarking
Ɣ Penetration Testing
Ɣ SASTƸDASTƸIAST
Ɣ Vulnerability Scanning

LLM01Ƭ LLM02Ƭ LLM03Ƭ
LLM04Ƭ LLM05Ƭ LLM06Ƭ
LLM07Ƭ LLM08Ƭ LLM09Ƭ
LLM10

Modelscan Open Source Protect AI Ɣ Penetration Testing
Vulnerability Scanning

LLM03Ƭ LLM06ƬLLM10

CyberSecEval Open Source Meta Ɣ Adversarial Testing
Ɣ LLM Benchmarking
Ɣ Vulnerability Scanning

LLM01Ƭ LLM02Ƭ LLM07Ƭ
LLM08Ƭ LLM09Ƭ LLM10

Cisco AI Validation Proprietary Cisco Systems Ɣ Adversarial Input
DetectionƬ

Ɣ AIƸLLM Secure
Ɣ Posture Management
Ɣ Final Security Audit
Ɣ Incident Simulation
Ɣ LLM Benchmarking

LLM01Ƭ LLM03Ƭ LLM04Ƭ
LLM06Ƭ LLM09

Enkrypt AI Proprietary Enkrypt AI Ɣ Adversarial Testing
Ɣ Bias And Fairness

TestingƬ
Ɣ Final Security Audit
Ɣ Incident Simulation
Ɣ LLM Benchmarking
Ɣ Penetration Testing
Ɣ Response Testing
Ɣ SASTƸDASTƸIAST
Ɣ Vulnerability Scanning

LLM01Ƭ LLM02Ƭ LLM03Ƭ
LLM04Ƭ LLM06Ƭ LLM07Ƭ
LLM08Ƭ LLM09Ƭ LLM10

Harmbench Open Source Harmbench Ɣ Adversarial Testing
Ɣ Bias And Fairness

Testing
Ɣ Incident Simulation
Ɣ LLM Benchmarking
Ɣ Response Testing
Ɣ Vulnerability Scanning

LLM01Ƭ LLM02Ƭ LLM03Ƭ
LLM06Ƭ LLM08Ƭ LLM09

Aqua Security Proprietary Aqua Security Ɣ Adversarial Attack
Protection

Ɣ SASTƸDASTƸIAST
Ɣ Secure CIƸCD Pipeline
Ɣ Secure LibraryƸCode

Repository

LLM01Ƭ LLM02Ƭ LLM03Ƭ
LLM04Ƭ LLM05Ƭ LLM06Ƭ
LLM07Ƭ LLM08Ƭ LLM09Ƭ
LLM10
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http://www.aquasec.com
http://www.aquasec.com
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Ɣ Software Composition
Analysis

Ɣ Vulnerability Scanning

Prompt Fuzzer Open Source Prompt Security Ɣ Adversarial TestingƬ
Ɣ Bias And Fairness

TestingƬ
Ɣ Incident SimulationƬ
Ɣ Response Testing

LLM01Ƭ LLM02Ƭ LLM03Ƭ
LLM06

Pillar Security Proprietary Pillar Security Ɣ Adversarial TestingƬ
Ɣ LLM BenchmarkingƬ
Ɣ Penetration Testing

LLM01Ƭ LLM02Ƭ LLM04Ƭ
LLM06Ƭ LLM07Ƭ LLM08

ZenGuard AI Proprietary ZenGuard AI Ɣ Adversarial Attack
ProtectionƬ

Ɣ Adversarial TestingƬ
Ɣ Automated

Vulnerability
ScanningƬ

Ɣ Data Leakage
ProtectionƬ

Ɣ LLM GuardrailsƬ
Ɣ Penetration TestingƬ
Ɣ PrivacyƬ Prompt

SecurityƬ
Ɣ Secure Output

Handling

LLM01Ƭ LLM02Ƭ LLM04Ƭ
LLM05Ƭ LLM06Ƭ LLM07Ƭ
LLM08Ƭ LLM10

Giskard Open Source Giskard Ɣ Adversarial TestingƬ
Ɣ Bias and Fairness

Testing
Ɣ LLM BenchmarkingƬ
Ɣ Vulnerability Scanning

LLM01Ƭ LLM02Ƭ LLM06Ƭ
LLM08Ƭ LLM09
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https://www.prompt.security/fuzzer
https://prompt.security
https://pillar.security
https://pillar.security
https://zenguard.ai
https://zenguard.ai
https://github.com/Giskard-AI/giskard
https://www.giskard.ai/
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RELEASE

Solution Type ProjectƸCompany Gen AIƸLLMSecOps Top ų0 for LLM
Risk Coverage

Cisco AI Validation PīďĨīieĴaīř Cisco Systems Mďdel SecķīiĴř PďĮĴķīe
EŒalķaĴiďĊƬ Secķīe SķĨĨlř
ChaiĊ VeīiťcaĴiďĊ

LLMŲųƬ LLMŲŵƬ LLMŲŶƬ
LLMŲŷƬ LLMŲŸƬ LLMŲŻ

CycloneDX OĨeĊ Sďķīce CřcăďĊÐDX LLMƸML BOM GeĊeīaĴiďĊ LLMŲŷ

Aqua Security PīďĨīieĴaīř Aqua Security Ɣ SASTƬ DAST ǽ IAST
Ɣ Secure LibraryƸCode

Repository
Ɣ Software Composition

Analysis
Ɣ Secure LibraryƸCode

Repository

LLMŲųƬ LLMŲŴƬ LLMŲŵƬ
LLMŲŶƬ LLMŲŷƬ LLMŲŸƬ
LLMŲŹƬ LLMŲźƬ LLMŲŻƬ
LLMųŲ

Legit Security -
AI-SPM

Proprietary Legit Security AI Generated Code
Detection

LLMŲŷ

DEPLO<

Solution Type ProjectƸCompany Gen AIƸLLMSecOps Top ų0 for LLM
Risk Coverage

Cisco AI Runtime PīďĨīieĴaīř CðĮcď SřĮĴÐĉĮ LLM EĊabledWeb
AĨĨlicaĴiďĊ FiīeœallƬ
UĮeī aĊd DaĴa PīiŒacř
PīďĴecĴiďĊĮ

LLMŲųƬ LLMŲŴƬ
LLMŲŶƬ LLMŲŸƬ
LLMŲŹƬ LLMŲźƬ
LLMŲŻƬ LLMųŲ

PurpleLlama CodeShield OĨeĊ Sďķīce MeĴa LLMŲŴ

OPERATE

Solution Type ProjectƸCompany Gen AIƸLLMSecOps Top ų0 for LLM
Risk Coverage

LLM Guard Open Source Protect AI PrivacyƬ Data Leakage
Protection

Prompt SecurityƬ

Adversarial Attack
Protection
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https://www.robustintelligence.com/platform/ai-validation
https://www.cisco.com/
https://cyclonedx.org/
https://cyclonedx.org/
http://www.aquasec.com
https://www.aquasec.com/
https://www.legitsecurity.com/ai-discovery?
https://www.legitsecurity.com/ai-discovery?
https://www.legitsecurity.com/
https://www.robustintelligence.com/platform/ai-firewall-guardrails
https://www.cisco.com
https://github.com/meta-llama/PurpleLlama/tree/main/CodeShield
https://llm-guard.com/
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Aqua Security Proprietary Aqua Security Adversarial Attack
ProtectionƬ
Adversarial TestingƬ
Automated
Vulnerability ScanningƬ
Data Leakage
ProtectionƬ
LLM GuardrailsƬ
Penetration TestingƬ
PrivacyƬ Prompt
SecurityƬ
Secure Output Handling

LLM01Ƭ LLM02Ƭ
LLM03Ƭ LLM04Ƭ
LLM05Ƭ LLM06Ƭ
LLM07Ƭ LLM08Ƭ
LLM09Ƭ LLM10

ZenGuard AI PīoĨīieĴaīř Zenguard.ai Adversarial Attack
ProtectionƬ
Automated
Vulnerability ScanningƬ
LLM GuardrailsƬ Privacy
Data Leakage
Protection
Prompt Security
Secure Output Handling

LLM01Ƭ LLM02Ƭ
LLM03Ƭ LLM04Ƭ
LLM05Ƭ LLM06Ƭ
LLM07Ƭ LLM08Ƭ
LLM09Ƭ LLM10Ƭ
LLMǅAll

AI Blue Team PīoĨīieĴaīř NRI
SecureTechnologies

Adversarial Attack
ProtectionƬ LLM
GuardrailsƬ LLM
Incident Detection and
ResponseƬ Privacy Ƭ
Data Leakage
ProtectionƬ Prompt
SecurityƬ Secure
Output Handling

LLM01Ƭ LLM02Ƭ
LLM04Ƭ LLM06Ƭ
LLM08Ƭ LLM09

Cisco AI Runtime Cisco Systems Adversarial Attack
ProtectionƬ LLM
GuardrailsƬ LLM
Incident Detection and
ResponseƬ Privacy Ƭ
Data Leakage
ProtectionƬ Prompt
SecurityƬ Runtime
Application
SelfǀProtectionƬ Secure
Output Handling

LLM01Ƭ LLM02Ƭ
LLM04Ƭ LLM06Ƭ
LLM07Ƭ LLM08Ƭ
LLM09Ƭ LLM10
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http://www.aquasec.com
http://www.aquasec.com
https://console.zenguard.ai
http://zenguard.ai
https://www.nri-secure.com/security-solutions/ai-blue-team-service
https://www.nri-secure.com/
https://www.nri-secure.com/
https://www.cisco.com/


| GenAIƬ LLMSecOps and SecķriĴř SolķĴion Landscape

MONITOR

Solution Type ProjectƸCompany Gen AIƸLLMSecOps Top ų0 for LLM
Risk Coverage

Cisco AI Validation Proprietary Cisco Systems Adversarial Input
DetectionƬ Model
Behavior AnalysisƬ
AIƸLLM Secure Posture
ManagementƬ Regulatory
Compliance Tracking

LLM01Ƭ LLM03Ƭ
LLM04Ƭ LLM05Ƭ
LLM06Ƭ LLM09

AISec Platform Proprietary Hidden Layer Adversarial Input
DetectionƬ
Model Behavior AnalysisƬ
AIƸLLM Secure Posture
ManagementƬ
Regulatory Compliance
TrackingƬ
Security AlertingƬ
User Activity MonitoringƬ
ObservabilityƬ
Data Privacy and
Protection

LLM01Ƭ LLM02Ƭ
LLM04Ƭ LLM05Ƭ
LLM06Ƭ LLM07Ƭ
LLM08Ƭ LLM10

Aqua Security Proprietary Aqua Security AIƸLLM Secure Posture
Management

LLM04Ƭ LLM06Ƭ
LLM10

SPLX.AI Proprietary Brand Engagement
Networks

Adversarial Input
DetectionƬ AIƸLLM
Secure Posture
ManagementƬ Regulatory
Compliance TrackingƬ
Security Metrics
CollectionƬ ObservabilityƬ
Data Privacy and
ProtectionƬ Ethical
Compliance

LLM01Ƭ LLM02Ƭ
LLM03Ƭ LLM04Ƭ
LLM05Ƭ LLM06Ƭ
LLM07Ƭ LLM08Ƭ
LLM09Ƭ LLM10

PromptGuard Open Source Meta Model Behavior Analysis LLM01Ƭ LLM02Ƭ
LLM03Ƭ LLM04Ƭ
LLM05Ƭ LLM06Ƭ
LLM07Ƭ LLM08Ƭ
LLM09Ƭ LLM10

Lakera Proprietary Lakera Adversarial Input
DetectionƬ Regulatory
Compliance TrackingƬ
Security AlertingƬ
Security Metrics
CollectionƬ Data Privacy
and ProtectionƬ Ethical
Compliance

LLM01Ƭ LLM02Ƭ
LLM03Ƭ LLM04Ƭ
LLM05Ƭ LLM06Ƭ
LLM07Ƭ LLM08Ƭ
LLM09Ƭ LLM10
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https://www.robustintelligence.com/platform/ai-validation
https://www.cisco.com
https://console.zenguard.ai
http://hiddenlayer.com
http://www.aquasec.com
http://www.aquasec.com
http://splx.ai
https://beninc.ai
https://beninc.ai
https://huggingface.co/meta-llama/Prompt-Guard-86M
https://www.meta.com/
https://www.lakera.ai/
https://www.lakera.ai/
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GO9ERN

Solution Type ProjectƸCompany Gen AIƸLLMSecOps Top ų0 for LLM
Risk Coverage

Lasso Secure Gateway for
LLMs

PīďĨīieĴaīř LaĮĮď SÐcķīðĴř
ƺSilŒeī SĨďĊĮďīƻ

Ɣ LLM Secķīe
GaĴeœař

LLMŲųƬ LLMŲŴ

AI Security ǽ Governance PīďĨīieĴaīř SÐcķīðĴð
ƺSilŒeī SĨďĊĮďīƻ

Ɣ Mďdel DiĮcďŒeīř
Ɣ Mďdel RiĮk

MaĊageĉeĊĴ

LLMŲŵƬ LLMŲŸƬ
LLMŲŻ

Cisco AI Validation PīďĨīieĴaīř CðĮcď SřĮĴÐĉĮ Ɣ CďĉĨliaĊce
MaĊageĉeĊĴƬ

Ɣ RiĮk AĮĮeĮĮĉeĊĴ
aĊd MaĊageĉeĊĴ

LLMŲųƬ LLMŲŵƬ
LLMŲŶƬLLMŲŸƬ LLMŲŻ

AI Verify OĨeĊ Sďķīce AI VÐīðåř FďķĊÌaĴðďĊ Ɣ BiaĮ aĊd FaiīĊeĮĮ
OŒeīĮighĴ

Ɣ RiĮk AĮĮeĮĮĉeĊĴ
aĊd MaĊageĉeĊĴ

LLMŲŵƬ LLMŲŸƬ
LLMŲŻ

Prompt Security PīďĨīieĴaīř Prompt Security BiaĮ aĊd FaiīĊeĮĮ
OŒeīĮighĴƬ
CďĉĨliaĊce
MaĊageĉeĊĴƬ DaĴa
SecķīiĴř PďĮĴķīe
MaĊageĉeĊĴƬ
IĊcideĊĴ
GďŒeīĊaĊceƬ RiĮk
AĮĮeĮĮĉeĊĴ aĊd
MaĊageĉeĊĴƬ
UĮeīƸMachiĊe
AcceĮĮ aķdiĴĮ

LLMŲųƬ LLMŲŴƬ
LLMŲŵƬ LLMŲŶƬ
LLMŲŷƬ LLMŲŸƬ
LLMŲŹƬ LLMŲźƬ
LLMŲŻƬ LLMųŲ
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https://www.lasso.security/
https://www.lasso.security/
https://www.lasso.security/
https://securiti.ai/products/ai-security-governance/
https://securiti.ai/products/ai-security-governance/
https://www.robustintelligence.com/platform/ai-validation
https://www.cisco.com
https://aiverifyfoundation.sg/what-is-ai-verify/?
https://aiverifyfoundation.sg/what-is-ai-verify/?
https://prompt.security
https://prompt.security
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OWASP Tˢˣ 10 fˢ˥ LLM P˥ˢjec˧ Sˣˢˡ˦ˢ˥˦
We appreciate our Project SponsorsƬ funding contributions to help support the objectives

of the project and help to cover operational and outreach costs augmenting the resources the
OWASPƫorg foundation providesƫ The OWASP Top 10 for LLM and Generative AI Project continues to
maintain a vendor neutral and unbiased approachƫ Sponsors do not receive special governance
considerations as part of their supportƫ Sponsors do receive recognition for their contributions in
our materials and web propertiesƫ

All materials the project generates are community developedƬ driven and released under
open source and creative commons licensesƫ For more information on becoming a sponsor Visit
the Sponsorship Section on our Website to learn more about helping to sustain the project through
sponsorshipƫ

Sil˩er Spon˦or˦

Sponsor listƬ as of publication dateƫ Find the full sponsor list hereƫ
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Ɣ AndreesenƸHorowitzƫ ƺnƫdƫƻƫ Emerging architectures for LLMsƫ A16Zƫ
https://a16z.com/emerging-architectures-for-llm-applications/

Ɣ Databricksƫ ƺnƫdƫƻƫ LLM architectureƫ Google Driveƫ
https://drive.google.com/file/d/166D_Pyt3iDu18xGl3qAoMza0cq-Y52AX/view?usp=drive_link

Ɣ Protect AIƫ ƺnƫdƫƻƫ What is in AI ZerodayƲ Protect AI Blogƫ
https://protectai.com/blog/what-is-in-ai-zeroday

Ɣ Insight Partnersƫ ƺnƫdƫƻƫ LLMOps ǽ MLOpsƭ What you need to knowƫ Insight Partnersƫ
https://www.insightpartners.com/ideas/llmops-mlops-what-you-need-to-know/

Ɣ Software Engineering Instituteƫ ƺnƫdƫƻƫ Application of large languagemodels ƺLLMsƻ in software
engineeringƭ Overblown hype or disruptive changeƲ SEI Insightsƫ
https://insights.sei.cmu.edu/blog/application-of-large-language-models-llms-in-software-engineering-
overblown-hype-or-disruptive-change/

Ɣ Salesforceƫ ƺ2023Ƭ August 3ƻƫ SDLC for promptsƭ The next evolution in enterprise AI developmentƫ
Salesforce DevOpsƫ
https://salesforcedevops.net/index.php/2023/08/03/sdlc-for-prompts-the-next-evolution-in-enterprise
ai-development/

Ɣ Valohaiƫ ƺnƫdƫƻƫ LLMOpsƭ Everything you need to knowƫ Valohai Blogƫ
https://valohai.com/blog/llmops/

Ɣ Smart Bridgeƫ ƺnƫdƫƻƫ AI done rightƭ Streamline development ǽ boost value with LLMOpsƫ Smart
Bridgeƫ https://smartbridge.com/ai-done-right-streamline-development-boost-value-llmops/

Ɣ Neptune AIƫ ƺnƫdƫƻƫ MLOps tools ǽ platforms landscapeƫ Neptune AI Blogƫ
https://neptune.ai/blog/mlops-tools-platforms-landscape

Ɣ IBMƫ ƺnƫdƫƻƫ All the Opsƭ DevOpsƬ DataOpsƬ MLOpsƬ and AIOpsƫ IBM Developerƫ
https://developer.ibm.com/articles/all-the-ops-devops-dataops-mlops-and-aiops/

Ɣ Arxivƫ ƺ2024ƻƫ A comprehensive study on large languagemodels and their security risksƫ Arxivƫ
https://arxiv.org/abs/2406.10300

Ɣ Cloud Security Allianceƫ ƺnƫdƫƻƫ CSA large languagemodel ƺLLMƻ threats taxonomyƫ Cloud Security
Allianceƫ https://cloudsecurityalliance.org/artifacts/csa-large-language-model-llm-threats-taxonomy

Ɣ Sapphire Venturesƫ ƺnƫdƫƻƫ GenAI infra startupsƫ LinkedInƫ
https://www.linkedin.com/posts/sapphirevc_genai-infra-startups-activity-7186724761400442883-Xt3D

Ɣ AIMultipleƫ ƺnƫdƫƻƫ LLM security toolsƫ AIMultipleƫ
https://research.aimultiple.com/llm-security-tools/
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P˥ˢjec˧ S˨ˣˣˢ˥˧e˥˦
Project supporters lend their resources and expertise to support the goals of the projectƫ

HADESS
KLAVAN
Precize
AWS
Snyk
Astra Security
AWARE7 GmbH
iFood
Kainos
Aigos
Cloud Security Podcast
Trellix
Coalfire
HackerOne
IBM
Bearer
Bit79
Stackarmor
Cohere
Quiq
Lakera
Credalƫai
Palosade
Prompt Security
NuBinary
Balbix
SAFE Security
BeDisruptive
Preamble
Nexus

PromptArmor
Exabeam
Modus Create
IronCore Labs
Cloudsecƫai
Layerup
Mendƫio
Giskard
BBVA
RHITE
Praetorian
Cobalt
Nightfall AI
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