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Executive Summary 

In our past publication, “An Argument for Hybrid AI Incident Reporting,” we proposed 
implementing a federated* and comprehensive artificial intelligence incident reporting 
framework to systematically record, analyze, and respond to AI incidents.1 The hybrid 
reporting framework proposes implementing mandatory, voluntary, and citizen 
reporting mechanisms. This document describes the critical content that should be 
included in a mandatory AI incident reporting regime and should also inform voluntary 
and citizen reporting efforts. 

In this publication, we define a set of standardized key components of AI incidents that 
can be used as a reporting template to collect vital AI incident data. These components 
include, but are not limited to, information about the type of AI incident, the nature and 
severity of harm, technical data, affected entities and individuals, and the context and 
circumstances within which the incident unfolded. While intentionally high level, our 
proposed set of components distills information from existing AI initiatives that track 
real-world events, harms, and risks related to AI, and incorporates lessons learned 
from incident reporting systems and practices in the transportation, healthcare, and 
cybersecurity sectors. 

If adopted and used widely and consistently by governments, regulators, professional 
organizations, developers, and researchers, these reporting components can help 
enhance AI safety and security measures by: 

● Facilitating consistent data collection of AI incidents  
● Promoting tracking, monitoring, research, and information sharing of AI incidents 
● Enhancing knowledge around AI-related harms and risks 
● Ensuring that essential AI incident data is collected to prevent reporting gaps 
● Building a foundational framework for agile incident reporting that adapts to AI 

advancements 

To fully utilize the benefits of this list of components, we recommend publishing 
mandatory AI incident reporting formats based on them and establishing an 
independent investigative agency to uncover incident data that may not be 
immediately discernible at the time of reporting. This list can also serve as a template 
for desirable disclosure guidelines of incident data for voluntary and citizen AI incident 
reporting systems. 

 
* We define a federated framework as a centralized framework prescribed by a singular authoritative 
government body or the federal government. The framework stipulates a set of minimum requirements 
that can be adapted and implemented across government agencies or nongovernmental organizations. 



 

 Center for Security and Emerging Technology | 3 

Table of Contents 

Executive Summary ................................................................................................................................ 2 
Introduction ............................................................................................................................................... 4 

Key Components of AI Incidents ........................................................................................................ 7 
Synthesizing Key Components of AI Incidents ........................................................................... 10 

Types of Events ................................................................................................................................ 10 
AI Incidents and Near Misses .................................................................................................. 10 

Harm Dimensions ............................................................................................................................ 11 
Type of Harm ................................................................................................................................ 11 

Mechanism of Harm ................................................................................................................... 11 
Severity Factor ............................................................................................................................. 12 

Technical Data .................................................................................................................................. 14 
Context, Circumstances, and Stakeholders ............................................................................ 14 

Post-incident Data .......................................................................................................................... 16 
Policy Recommendations .................................................................................................................. 17 

Publish AI Incident Reporting Formats ..................................................................................... 17 

Establish an Independent Investigation Agency ................................................................... 17 
Conclusion .............................................................................................................................................. 18 

Appendix ................................................................................................................................................ 19 
Decomposing AI Incidents ............................................................................................................ 19 

AI Harm Events as a Spectrum ................................................................................................... 21 
Documenting AI Harm: The Many Impacts of AI ................................................................... 22 

Significant but Limited Information............................................................................................ 23 
Incident Components Reported in Other Sectors ................................................................. 24 

Shared Incident Components .................................................................................................. 25 
Additional Key Components .................................................................................................... 25 

Measuring Severity: A First Glimpse ..................................................................................... 26 
Authors .................................................................................................................................................... 27 

Acknowledgments............................................................................................................................... 27 
Endnotes ................................................................................................................................................. 28 

 



 

 Center for Security and Emerging Technology | 4 

Introduction 

Artificial intelligence incidents have been occurring with wide-ranging adverse 
impacts. Currently, only a few independent databases document AI incidents.2 These 
databases primarily rely upon news reports and other publicly available incident 
reports from “popular, trade, and academic press.”3 There is not yet any federated* 
policy framework established to facilitate systematic and comprehensive AI incident 
reporting practices. As AI continues to expand its capabilities, there is an urgent need 
to systemically collect AI incident data to enhance our knowledge of AI-related harm 
and help us develop safe, secure, and trustworthy AI systems.4 

To address this critical gap, in our previous paper, “An Argument for Hybrid AI Incident 
Reporting,” we proposed establishing policies for a federated, comprehensive, and 
standardized AI incident reporting framework.5 We found that implementing consistent 
and comprehensive reporting and documentation of incidents can help capture more 
complete and useful data. As more data is gathered, it can reveal vital trends in AI 
incidents and provide greater clarity on their severity. Over time, this can allow us to 
more accurately assess the impact and effectiveness of different AI safety and security 
policies and measures.  

The federated AI incident reporting framework we outlined in our previous paper calls 
for a combination of mandatory, voluntary, and citizen reporting to an independent 
external entity (such as a government agency, professional association, or oversight 
body) to promote transparency and accountability in AI incident management. 
Government agencies, regulators, professional associations, and oversight bodies that 
will be implementing such a framework to record, document, and monitor AI incidents 
would benefit from having a consistent set of components that can convey vital 
information about the AI incident at hand. In this paper, we present precisely such a list 
that should be used when collecting incident data under a mandatory incident 
reporting regime, and that may also be used to inform voluntary and citizen AI incident 
reporting regimes. This list draws on and synthesizes high-level components from 
various initiatives focused on AI incidents, harms, and risks, and also includes best 
practices in incident reporting from the transportation, healthcare, and cybersecurity 
sectors.  

Establishing a fundamental list of key components of AI incidents can provide 
numerous benefits for policymakers, government agencies, oversight committees, civic 

 
* We define a federated framework as a centralized framework prescribed by a singular authoritative 
government body or the federal government. The framework stipulates a set of minimum requirements 
that can be adapted and implemented across government agencies or nongovernmental organizations. 
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organizations, developers, and researchers in recording, documenting, and monitoring 
AI incident data, such as: 

● Facilitating consistent data collection of AI incidents  
● Promoting tracking, monitoring, research, and information sharing of AI incidents 
● Enhancing knowledge around AI-related harms and risks 
● Ensuring that essential AI incident data is collected to prevent reporting gaps 
● Building a foundational framework for agile incident reporting that adapts to AI 

advancements 
 
The outcomes from these actions can aid in enhancing AI safety and security measures. 
To achieve these benefits, stakeholders can use this standardized list of key 
components as a template for AI incident reporting. For instance, regulators can design 
and tailor AI incident reporting systems, templates, and formats to suit the specific 
needs of their respective domains based on the list of key components. Additionally, 
the list can serve as the minimum and desirable disclosure requirements of incident 
data in mandatory and voluntary AI incident reporting systems, respectively. 

We begin with an overview of the synthesized list of key components of AI incidents, 
continue with a discussion of the selection of the components, and conclude with 
policy recommendations. 

 



 

 Center for Security and Emerging Technology | 6 

Definitions: These definitions were adopted from Defining AI Incidents and Related 
Terms, published by the Organisation for Economic Co-operation and Development 
(OECD).* 

AI incident: An event, circumstance, or series of events where the development, use, 
or malfunction of one or more AI systems directly or indirectly leads to any of the 
following harms:  

a) injury or harm to the health of a person or groups of people;  
b) disruption of the management and operation of critical infrastructure;  
c) violations of human rights or a breach of obligations under the applicable law 

intended to protect fundamental, labor, and intellectual property rights; or 
d) harm to property, communities, or the environment.6 

 
AI near miss: An event, circumstance, or series of events where the development, 
use, or malfunction of one or more AI systems could have directly or indirectly led to 
any of the following harms, but failed to by chance or was intercepted:  

a) injury or harm to the health of a person or groups of people;  
b) disruption of the management and operation of critical infrastructure;  
c) violations of human rights or a breach of obligations under the applicable law 

intended to protect fundamental, labor, and intellectual property rights; or 
d) harm to property, communities, or the environment.7 

 
AI hazard: An event, circumstance, or series of events where the development, use, 
or malfunction of one or more AI systems could plausibly lead to any of the following 
harms:  

a) injury or harm to the health of a person or groups of people;  
b) disruption of the management and operation of critical infrastructure;  
c) violations to human rights or a breach of obligations under the applicable law 

intended to protect fundamental, labor, and intellectual property rights; or 
d) harm to property, communities, or the environment.8 

 
For the sake of brevity, in this paper we will use “AI incident” as an overarching term 
encompassing both incidents and near misses, except where a distinction is 
specifically noted. This terminology aligns with the paper’s focus on a mandatory 
reporting framework, which does not extensively discuss concepts such as AI risks, 
hazards, and issues, as we do not consider them pertinent to such a regime (see 
Appendix). 
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Key Components of AI Incidents 

To create a list of key components of AI incidents, we analyzed and synthesized a 
diverse array of high-level components from multiple initiatives discussing AI incidents 
and related concepts (see Table A1). The process entailed examining existing AI 
incident databases to evaluate their emphasis on different components, as well as the 
rationale behind their varied approaches to collection and classification methods. 
Additionally, we analyzed incident reporting systems from other high-impact sectors, 
including transportation, healthcare, and cybersecurity, to identify commonalities and 
gaps that could further bolster our selection of key components of AI incidents (see 
Table A2).  

The key components included in our list are meant to convey the most relevant, 
meaningful, and useful information about AI incidents. Pragmatic, adaptable, and 
efficient (rather than sophisticated) taxonomies are more likely to encourage and 
enhance incident data collection.9 Therefore, we used the following criteria to guide 
our analysis and selection, ensuring that the key components of AI incidents are: 

• Easy to use, understand, and implement across a wide range of sectors and 
applications by diverse stakeholders, including policymakers, government 
agencies, and oversight committees 

• Adaptable to the emerging capabilities of AI and diverse societal factors 
• Functional for providing data for policymakers to craft safety and security 

measures and for researchers to analyze AI harms 

Table 1 provides an overview of the key components, along with elements, we 
identified. These components indicate the AI incident information that should be 
reported and documented. Certain incident data may not necessarily be immediately 
apparent at the time of reporting and may require further investigation and 
assessment.  

 
* In this paper, we differentiate between AI near miss and AI hazard, which the OECD definition groups 
together. For more details, see OECD, Defining AI Incidents and Related Terms (Paris: OECD, 2024), 13, 
https://doi.org/10.1787/d1a8d965-en. 
 

https://doi.org/10.1787/d1a8d965-en
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Table 1. Key Components of AI Incidents 

Key Components Elements 

Type of event 
Did harm occur or nearly occur?
  

Incident 

Near miss 

Type of harm 
What types of harm? 

Physical 

Environmental 

Economic and financial 

Reputational 

Public interest 

Human rights and fundamental rights 

Psychological 

Mechanism of harm 
What were the contributing factors? 

Technical factors 

Other factors 

Severity factors 
How impactful was the incident? 

Remediability 

Level of severity 

Distribution of harm 

Exposed population size 

Duration 

Optionality 

Frequency 

Technical information 
What were the technical dimensions of 
the implicated AI systems? 

AI system card 

AI model card 

Datasheet 
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Context and circumstances Goals and application purpose 

Sector 

Start and end date 

Location 

Reporter 

Existing safeguards and policies 

Entities and individuals 
Who was involved and affected? 

AI actors 

Affected stakeholders 

Incident response Mitigation, termination, etc. 

Ethical impact  Ethical impact assessment using the 
United Nations Educational, Scientific 
and Cultural Organization (UNESCO) 
ethical impact assessment tool or the 
OECD “AI Principles”10 

 

The elements outlined are not exhaustive and can be refined to meet domain-specific 
needs. Regulators can define the desired granularity of incident data collection through 
various response formats, such as multiple-choice options, open-text fields, and rating 
scales. For example, technical factors under “mechanism of harm” could present a list 
of possible factors, such as bias in training data, data quality issues, and model drift. 
The "type of harm" could be documented through a combination of multiple-choice 
categories and a corresponding textual description. 

While these key components aim to document AI incidents within a mandatory 
reporting regime, they can also serve as a nominal template for voluntary and citizen 
reporting. Both mandatory and voluntary systems, which are directed at AI actors and 
oversight groups, should include the complete set of key components (with optional 
inputs for voluntary reporting). Citizen reporting formats may adopt an abbreviated 
version, focusing on essential components, such as incident description, AI system, and 
circumstantial details. 
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Synthesizing Key Components of AI Incidents  

From our examination of the AI initiatives and of reporting systems from the 
transportation, healthcare, and cybersecurity sectors, we distilled and synthesized key 
components of AI incidents that presented several overarching themes: types of 
events, harm dimensions, technical data, context and circumstances, and post-incident 
data. 

Types of Events 

AI Incidents and Near Misses 

The first step in documenting AI incidents under any reporting regime is to determine 
whether the event meets the criteria and definitions for incidents subject to reporting 
under that regime. In the context of a mandatory reporting regime, we propose 
documenting two types of events: incidents and near misses (see Table 2). 

Table 2. Key Component: Type of Event 

Key Component Elements Description 

Type of event 
Did harm occur or nearly occur? 

Incident Harm occurred. 

Near miss Harm nearly occurred but 
either was avoided by chance 
or was intercepted. 

We adopt the OECD definition of an AI incident, which is “an event, circumstance or 
series of events where the development, use or malfunction of one or more AI systems 
directly or indirectly leads to” harm.11 For instance, a deepfake image of an explosion at 
a U.S. federal government building that briefly causes the stock market to dip would 
be classified as an AI incident.12 Near misses are similar to AI incidents, except harm 
either was avoided by chance or was intercepted.13 A near miss example would be an 
autonomous vehicle failing to stop at a stop sign, but fortunately no other cars were 
present at the intersection, avoiding a potential accident.  

Even though the OECD integrates “near miss” under its definition of AI hazards, we 
believe it is crucial to distinguish between AI hazards and near misses. Near misses are 
characterized as events that could have led to a harmful outcome but did not, either 
due to chance or because they were averted.14 In contrast, hazards are described as 
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unsafe conditions or circumstances that have the potential to cause harm but have not 
yet resulted in an actual event, often referred to as “accidents waiting to happen.” This 
distinction is vital in defining the scope of AI incident reporting policies and enhancing 
AI safety and security protocols related to hazards.  

AI incidents and near misses should be included within the scope of mandatory 
reporting. Reporting near misses can enhance incident data collection, as these events 
exhibit similar characteristics to incidents, apart from their outcomes. In addition to 
aiding early detection of novel AI risks, tracking near misses could reveal vital 
conditions that prevented harm from occurring, which can be leveraged to strengthen 
safety measures.  

In contrast, AI hazards—which are unsafe conditions—do not generally warrant 
mandatory reporting or adhere to the same incident reporting policies and disclosure 
requirements. For example, voluntary reporting may be more suitable for AI hazards, 
allowing developers and policymakers to use the information to implement more 
effective guardrails, thereby reducing the likelihood of harm materializing. 

Harm Dimensions 

The harm dimensions of an AI incident consist of several key components: types of 
harm, mechanisms of harm, and severity factors.  

Type of Harm 

Among the initiatives examined, the OECD offers the most functional and 
comprehensive categorization of AI-related harms, including physical, environmental, 
economic or financial, reputational, public interest, human and fundamental rights, and 
psychological.15 The categories effectively cover the diverse descriptions of harms 
found across the initiatives. Documenting the types of harm using these categories can 
aid researchers and policymakers in conducting systematic analyses of the impact 
caused by AI incidents. Often, an incident could involve more than one type of harm. 
For instance, a facial recognition technology that disproportionately misidentifies 
women, Black, Latino, and Asian shoppers as “likely” shoplifters can result in harm to 
fundamental rights, psychological harm, and economic losses.16 

Mechanism of Harm 

Reporting the mechanism of harm aims to capture all plausible contributing factors of 
AI incidents and near misses. The mechanisms of harm that we observed from existing 
incidents and initiatives can be grouped into two categories: technical factors and other 
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factors. Technical factors relate to system vulnerabilities, model drift, and system 
failures.17 Other factors can include human and contextual factors, such as weak 
governance, user misuse, and intentional abuse by user. While technical and 
nontechnical factors can contribute to AI harm simultaneously, we suggest 
documenting these two factors separately to distinguish between intentional and 
unintentional harms, as well as to enhance our understanding of human-AI 
interaction.18 The data gathered from this component will be crucial for conducting root 
cause analysis.  

Severity Factor 

Collecting data on severity factors will be essential for severity assessments that can 
aid in prioritizing mitigation efforts, formulating appropriate safety and security 
policies, and enhancing risk assessments.19 Although extreme harm, such as death or 
irreversible disruption of critical infrastructure, clearly constitutes significant impact, 
the severity of harm is often nuanced and highly context dependent.20 The perceived 
severity can vary based on social, legal, and temporal context, leading to differing 
assessments of harm across individuals, organizations, and governments.21 Developing 
an AI incident severity rating or metric framework will require further exploration and 
will not be discussed in this paper. 

Table 3 provides an overview of the key components related to the harm dimensions of 
an AI incident, along with their elements and descriptions. 

Table 3. Key Components: Harm Dimensions 

Key Components Elements Description 

Type of harm 
What types of harm? 
 

Physical Physical injury and death 

Environmental E.g., soil contamination, water 
pollution, and air pollution 

Economic and 
financial 

E.g., financial loss or damages, harm 
to property 

Reputational May affect organizations and 
individuals 

Public interest Involves critical infrastructure and its 
function and the social fabric of 
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society 

Human rights 
and fundamental 
rights 

Includes established domestic and 
international laws 

Psychological E.g., affects mental health 

Mechanism of harm 
What were the contributing 
factors? 

Technical factors Malfunctions, system vulnerabilities, 
data poisoning, and concept drift 

Other factors Weak governance, lack of 
safeguards, user misuse, and user 
abuse 

Severity factors 
How impactful was the 
incident? 

Remediability The ability to restore those affected 
to a situation at least equivalent to 
their situation before the impact22 

Level of severity How acutely the harm impacted 
those affected 

Distribution of 
harm 

Whether an individual, group, or 
population was disproportionately 
affected by the harm  

Exposed 
population size 

A full estimate of the adversely 
impacted stakeholders 

Duration How long the harm was 
experienced by the affected 
stakeholders 

Optionality Users’ or stakeholders’ ability to 
accept, challenge, correct, or opt out 
of the system’s output 

Frequency The rate at which affected 
stakeholders experience harm 



 

 Center for Security and Emerging Technology | 14 

Technical Data 

Next, we consolidated all technical data under one key component and propose 
requiring AI actors to submit AI system or model cards and datasheets as part of 
mandatory reporting obligations (see Table 4).23  

Table 4. Key Component: Technical Information 

Key Component Elements Description 

Technical information 
What were the technical 
dimensions of the implicated AI 
systems? 

AI system card Data, models, code, system 

AI model card Model details, intended use, 
evaluation data, and training 
data 

Datasheet Training data information on 
motivation, composition, 
collection process, 
recommended use, and more  

At the moment, it is challenging to fully capture the vital technical dimensions of AI 
harm events because such data is neither publicly available nor readily discernible 
from news reports. If standardized AI system and AI model cards are required in a 
mandatory reporting framework, researchers and policymakers will have access to vital 
technical data, which can improve technical standards and risk-mitigation practices 
throughout the AI life cycle. For instance, the National Telecommunications and 
Information Administration recommends federal agencies to work with stakeholders to 
improve standard information disclosures within such artifacts.24 Drawing from the 
concept of nutrition labels mandated by the Food and Drug Administration, these 
artifacts should provide essential details about AI systems, models, and training data. 

Context, Circumstances, and Stakeholders 

Table 5 lists key components related to the contextual and circumstantial data, along 
with information about the relevant AI actors and affected stakeholders. These 
components are designed to capture the broader situational and preexisting conditions 
surrounding an AI incident. It includes information such as the purpose of the AI model 
or system, the sector in which the AI was deployed, the start and end date of the event 
(if applicable), locations, the reporting entity or individual, and any existing safeguards 
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and policies. The identity of the reporter may or may not be documented depending on 
the reporting requirements; in certain schemata anonymity is provided. Documenting 
existing safeguards and policies enables assessments of safety and security measures 
and identifies gaps for improvement. In addition to gathering background details about 
the relevant AI actors and affected stakeholders, the data should indicate whether the 
affected stakeholders were users or nonusers of the implicated AI system(s) to clarify 
their relationship with the system(s). 

Table 5. Key Components: Context and Circumstances 

Key 
Components 

Elements Description 

Context and 
circumstances 
  
  

Goals and 
application purpose 

E.g., autonomous driving, video generation, 
face recognition 

Sector E.g., healthcare, financial, agriculture 

Start and end date 
(if applicable) 

Date of first and last known incidents 

Location City, state, country 

Reporter (if 
relevant) 

Name and information of person reporting 

Existing safeguards 
and policies 

Safeguards or policies that were already in 
place before the incident occurred, if 
applicable 

Entities and 
individuals 
Who was 
involved and 
affected? 

AI actors Details of AI provider, operator, and 
deployer 

Affected 
stakeholders 

Details of affected individuals and entities, 
if available, including whether they were 
users or nonusers of the implicated AI 
system(s) 
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Post-incident Data 

Certain data, such as the incident response and ethical impact, is only available in the 
aftermath of an AI incident.  

Recording the actions taken after an incident occurs provides information on 
organizational incident response plans, which offers multiple benefits (see Table 6). 
This practice promotes transparency and accountability among AI actors while 
facilitating the evaluation of incident response strategies. Additionally, documenting 
incident responses contributes to the development of best practices for addressing AI-
related harms. The National Institute of Standards and Technology (NIST) further 
recommends tracking incident response time as a safety metric in AI risk 
management.25 

Impact assessments have emerged as a relevant policy instrument for promoting safe, 
secure, and trustworthy AI development and deployment. Numerous regulatory and 
standard-setting frameworks, including the European Union’s AI Act, the Council of 
Europe’s Framework Convention on AI, and the NIST AI Risk Management Framework, 
have either mandated or recommended the use of impact assessments in their 
guidance.26 Relevant authorities can adopt these impact assessment schemes, such as 
the UNESCO ethical impact assessment tool, to assess the ethical impact of AI-related 
harm.27 

Table 6. Key Components: Post-Incident 

Key Components Elements Description 

Incident response Mitigation, 
termination, etc. 

Description of incident response 

Ethical impact Ethical impact 
assessment using 
the UNESCO ethical 
impact assessment 
tool or the OECD “AI 
Principles” 

Assessment of the ethical 
ramifications and broader 
impacts of an event beyond its 
immediate outcome 
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Policy Recommendations 

The purpose of this paper is to provide for policymakers, government agencies, and 
oversight committees a consistent set of key components of AI incidents that can be 
used as a template for reporting, collecting, and documenting AI harm events under a 
mandatory reporting regime. To fully utilize the benefits of this list, we recommend 
publishing AI incident reporting formats based on the key components and 
establishing an independent investigative agency to uncover incident data that may not 
be immediately discernible at the time of reporting. 

Publish AI Incident Reporting Formats 

Policymakers, regulators, and oversight committees are encouraged to adopt and tailor 
the list of key components for AI incident reporting to meet the specific requirements 
of their respective domains. Standardizing these components is essential for ensuring 
consistency in incident data collection, which allows for meaningful data aggregation 
and comparison. Our prior research has highlighted the difficulties posed by 
inconsistent data collection, which can render the data unusable and lead to 
inefficiencies.28 By standardizing and optimizing data collection, we can derive critical 
insights that will inform the development and deployment of safe, secure, and 
trustworthy AI systems. 

Establish an Independent Investigation Agency 

In line with our previous paper, “An Argument for Hybrid AI Incident Reporting,” we 
recommend establishing an independent AI incident investigation agency (similar to 
the role of the National Transportation Safety Board) to examine significant AI 
incidents further to uncover information that may not be evident during the time of 
reporting.29  

Conducting investigations and root cause analysis is common practice in incident 
responses across the transportation, healthcare, and cybersecurity sectors. In the 
context of AI, uncovering circumstantial information and the conditions of human-
machine teaming—specifically the user’s interaction, trust, reliance, and dependence 
on an AI system—can reveal how these factors affect incident outcomes.30 A dedicated 
independent investigation agency can pinpoint existing safeguards and policies, if any, 
that were in place but failed to mitigate the incident. Investigations can also obtain 
more accurate data on exposed population size and other probability factors in AI 
incidents. This information can indicate the probability of additional occurrences that 
were previously undetected, unreported, or could potentially happen in the future. 
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Conclusion 

This set of key components should undergo continuous iteration, with regular reviews 
and updates, to maintain its effectiveness in capturing the dimensions of AI incidents. 
The database of key components can be published online, allowing the public to 
submit suggestions or alert researchers and policymakers to novel harms and risks. 
These key components can also serve as the foundation for developing metrics for 
measuring incident severity. Eventually, when regulators have more incident data, they 
can refine the scope of AI incidents that should be included within a mandatory 
reporting regime or that require further investigation. 

Incorporating a standardized and fundamental set of key components is integral to 
successfully implementing a federated, hybrid AI incident reporting framework. When 
we better understand how and why AI incidents happen, we can reduce AI-related 
harm and prevent their reoccurrence.  

  



 

 Center for Security and Emerging Technology | 19 

Appendix 

Decomposing AI Incidents 

The majority of the key components of AI incidents were distilled and synthesized from 
the twelve databases and documents we examined. These initiatives either directly 
gather AI incident data or provide a framework for analyzing AI-related harms and 
risks (see Table A1).  

Table A1. List of Examined AI Initiatives 

Title Type Objective Target User 

AI Incident 
Database (AIID)31  

Database Identify, define, and catalog AI 
incidents in a database to support 
research within this field 

Public, 
researchers, 
developers 

AI, Algorithmic, 
and Automation 
Incidents and 
Controversies 
Repository 
(AIAAIC)32  

Database Achieve algorithmic transparency 
and openness by systematically 
collecting, classifying, and 
revealing AI-related incidents and 
issues 

Researchers, 
educators, 
policymakers, 
citizens, 
consumers 

AI Vulnerability 
Database (AVID)33 

Database Store instantiations of AI risks 
related to AI failure mode 

Auditors, 
developers, 
regulators, 
policymakers 

OECD AI Incidents 
Monitor (AIM)34 

Database Document AI incidents to help 
policymakers, AI practitioners, and 
all stakeholders worldwide gain 
valuable insights into the incidents 
and hazards that concretize AI 
risks 

Policymakers, 
AI 
practitioners, 
public 

OECD Framework 
for the 
Classification of AI 
Systems35 

Document Assess the opportunities and risks 
that different types of AI systems 
present and inform national AI 
strategies 

Policymakers, 
regulators, 
legislators 
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Defining AI 
Incidents and 
Related Terms36 

Document Provide a definition of AI incident 
and related terminology 

Public, 
policymakers 

“A Taxonomic 
System for Failure 
Cause Analysis of 
Open Source AI 
Incidents”37 

Document Analyze and annotate AI incidents 
via the development of a 
taxonomic system that captures 
goals, methods and technologies, 
and failure causes of a technical 
nature 

Researchers 

“Classifying AI 
Systems”38 

Document Classify AI systems uniformly and 
use those classifications to inform 
consequential decisions about AI 
technologies, while effectively 
monitoring risk and bias and 
managing system inventories 

System 
developers, 
governing 
bodies, users 

“Adding Structure 
to AI Harm”39 

Document Introduce the CSET AI Harm 
Framework, a standardized 
conceptual framework to support 
and facilitate analyses of AI harm  

Researchers, 
policymakers 

Advancing 
Governance, 
Innovation, and 
Risk Management 
for Agency Use of 
Artificial 
Intelligence40 

Document Direct government agencies to 
advance AI governance and 
innovation while managing risks 
from AI, particularly those 
affecting public rights and safety 

Government 
agencies and 
departments 

“A Framework for 
Identifying Highly 
Consequential AI 
Use Cases”41 

Document Determine which AI uses and 
outcomes to focus regulatory 
efforts on 

Regulators 

“Governing 
General Purpose 
AI: A 
Comprehensive 
Map of 

Document Provide a structured resource for 
policymakers seeking to 
understand the multifaceted 
challenges of general-purpose AI 

Policymakers 
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Unreliability, 
Misuse and 
Systemic Risks”42 

and the potentially far-reaching 
impact of governing it effectively 

“Evaluating the 
Social Impact of 
Generative AI 
Systems in 
Systems and 
Society”43 

Document Provide a standard approach in 
evaluating the impacts of 
generative AI systems 

Researchers 

Artificial 
Intelligence Risk 
Management 
Framework: 
Generative 
Artificial 
Intelligence 
Profile44 

Document Provide a cross-sectoral profile of 
and companion resource for the AI 
Risk Management Framework (AI 
RMF 1.0) for Generative AI. 

Organizations, 
deployers, 
operators, 
users 

The AI initiatives and the reporting systems we examined provided a range of 
information and approaches for analyzing incidents. While the AI initiatives set a 
valuable foundation for examining AI-related harms and risks, they were not 
developed specifically for a federated and comprehensive incident reporting 
framework. The objectives and target audience of these initiatives influenced their 
methods and frameworks in documenting AI-related harms and risks, resulting in 
diverse taxonomies, varying sets of AI incident components, and a lack of clarity on 
reporting requirements. Notably, none of the initiatives encompassed all the 
components completely. These variations may hinder comparability across various 
analytical efforts that are crucial for informing AI safety and security measures.45 

AI Harm Events as a Spectrum 

These AI initiatives document and frame AI harms and incidents across a wide 
spectrum, ranging from incidents where actual harm occurred, to near-miss events 
where harm was narrowly avoided, to hazardous circumstances that could lead to 
harm (such as releasing untested AI systems to the public), to broader systemic risks 
(such as ideology homogenization), to hypothetical risks (eased access to chemical, 
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biological, radiological, and nuclear weapons).46 These incidents and circumstances are 
generally defined as harm events, near misses, issues, and risks. 

In the context of mandatory AI incident reporting, we concentrate solely on incidents 
that should be reported. This excludes discussions of AI issues, hypothetical risks, and 
systemic risks, as these would likely require a different management approach due to 
their nature and temporal aspect. While AI issues and risks are important and should 
be addressed, they often do not demand the same urgency or resolution as incidents 
where actual harm occurred or was plausibly imminent. Including issues and risks into 
incident reporting systems can inundate the system with large volumes of reports, 
overwhelming its capacity and diminishing its overall effectiveness.  

This brings the OECD’s definitions of AI incidents and related terms into focus. These 
definitions describe AI incidents and hazards as involving events and circumstances 
that result in actual or plausible harm.47 Incidents and events that lead to, or can 
plausibly lead to, actual harm are reportable and data should be collected that enables 
researchers and policymakers to understand their underlying factors. This data 
collection is essential to developing and improving safety and security measures, 
fostering accountability, and promoting transparency and public trust.48  

Documenting AI Harm: The Many Impacts of AI  

Given AI’s wide-ranging applications, the harms from incidents can be extensively 
diverse. The examined AI initiatives adopted various approaches to frame, classify, and 
categorize these harms. 

CSET’s framework for structuring AI harm employs binary categorizations, grouping 
them into tangible and intangible harms.49 The Office of Management and Budget 
(OMB) guidance shares a binary approach to framing the consequences of AI use, 
focusing on its applications.50 The guidance classifies AI systems based on their impact 
on rights and safety depending on their specific use cases. Meanwhile, other initiatives 
either outline the types of harm individually (such as data privacy, environmental costs, 
information security, physical injury, public interest, and misinformation) or adopt 
classifications that reflect the objectives of their publications and target audience. For 
instance, technical and security initiatives emphasize system vulnerabilities, 
organizational management initiatives perceive harm as either internal or external to 
the organization, and initiatives aimed at policymakers underscore the societal impacts 
of AI use.51 
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The different frameworks offer various advantages, with some emphasizing flexibility 
and adaptability, while others feature explanatory harm classification to support 
analysis and policy development. It is noteworthy that the high-level binary 
approaches presented by CSET and the OMB offer a flexibility that could be 
advantageous for documenting emerging AI incidents and adapting to “local laws, 
societal norms, and communal experiences.”52 However, considering the early stages 
of implementing an AI incident reporting framework, it may be strategic to incorporate 
a more descriptive harm classification framework to facilitate meaningful aggregate 
analyses of the collected incident data by regulators, researchers, and policymakers. 
Among the various frameworks presented in the AI initiatives, the OECD’s list of AI 
harms offers the most comprehensive descriptions, encompassing the diverse impacts 
of AI incidents discussed in the initiatives.53 The classification can, and should, be 
expanded to address the specific needs of each reporting domain and any novel harms 
that may arise. 

Significant but Limited Information 

While the AI initiatives we examined offered extensive discussions on the impact of AI 
incidents, we found that detailed technical data and the severity levels of the incidents 
were documented less extensively. 

Currently, the AI incident databases (AIID, AIAAIC, AVID, and OECD AIM) largely 
record high-level information about the AI systems involved in incidents, such as the 
names of AI systems and deployers. However, granular technical details—such as the 
properties of the AI system and model, evaluation data, and training data—were less 
prevalent in the databases. Given that AI incident data is mainly obtained from news 
reports, richer contextual technical details may not be readily discernible. This is likely 
because AI developers often do not publish, or users cannot access, this information. 
Even though granular technical data is not thoroughly documented at present, this 
information is essential for providing a complete picture of an AI incident and, in turn, 
aiding in identifying incidents’ root causes.  

Likewise, documenting severity levels of AI incidents is crucial, as it can help determine 
the appropriate responses. However, the examined AI incident initiatives often lack a 
systematic scheme for discerning the severity levels of AI incidents, despite addressing 
the implications and impacts of AI incidents extensively. The exception is the 
“Framework for Identifying Highly Consequential AI Use Cases” document, which 
proposes a framework for assessing risks in AI use cases. The framework delineates 
severity and likelihood factors that can be combined to assess the risks associated with 
AI use cases. Even though the framework was not specifically developed for assessing 
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the severity of AI incidents, the relevant severity factors offer valuable insights into 
severity-related information that should be included in incident reporting.  

Incident Components Reported in Other Sectors 

To better understand the key components in AI incidents, we looked beyond the field 
of AI to analyze a selection of incident reporting frameworks from other high-impact 
sectors. The AI incident initiatives have also referred to incident reporting from other 
sectors (e.g., aviation) as a template for developing their frameworks and 
recommendations.54 In our previous paper, “An Argument for Hybrid AI Incident 
Reporting,” we conducted a macroanalysis of the incident reporting practices from the 
transportation, healthcare, and cybersecurity sectors.55 For this paper, we examined the 
types of incident data collected in these sectors to identify commonalities, gaps, and 
considerations to provide further context around the key components of AI incidents 
(see Table A2). 

Table A2. List of Reporting Systems from Other Sectors 

Entity Reporting System 

National Transportation Safety Board Aircraft accidents56  

National Transportation Safety Board Transportation accidents57 

National Quality Forum “List of Serious Reportable Events”58 

Agency for Healthcare Research and Quality Common formats overview59 

The Joint Commission “Sentinel Event Policy”60 

Cybersecurity and Infrastructure Security 
Agency 

Incident Reporting System61 

MITRE Corporation  Common Vulnerabilities and 
Exposure (CVE) Program62 
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Even though each reporting system gathers its own set of domain-specific incident 
data, we were able to observe elements that could be useful in documenting and 
analyzing AI incidents. 

Shared Incident Components 

Across the incident reporting systems, we identified common components observed in 
the AI incident reporting initiatives. They were contextual information about incidents 
and technical data. 

Contextual information about incidents (e.g., timing, duration, and involved entities or 
artifacts) is collected across the incident reporting systems in the transportation, 
healthcare, and cybersecurity sectors. While it may seem routine, this data is valuable 
for revealing the environmental conditions, scope, and extent of an incident’s impact. In 
turn, these insights could reveal additional contributing factors. For example, recording 
data on the duration of an incident could reveal information about its exposure and 
likely impact. 

Incident reporting systems across sectors collect various technical data. 
Cybersecurity’s CVE program, in particular, emphasizes documenting detailed technical 
data.63 The rigorous collection of this data facilitates information sharing between 
information technology and cybersecurity professionals, aiding in prioritizing and 
mitigating cybersecurity vulnerabilities.64  

Additional Key Components 

The incident reporting systems from these three sectors document two components 
more rigorously than the AI initiatives do. These components were near misses and 
existing safeguards and policies.  

Near misses are incidents where harm did not occur, but there was imminent potential 
for harm. Near misses are distinct from harm issues or hazards, where there is only a 
reasonable probability that harm could occur. In healthcare, near misses are health or 
safety events where harm does not reach the patient. In transportation, accidents that 
could have happened but did not are called “close calls.”65 Studying near misses can 
provide valuable insights into harmful incidents. Reports of near misses often 
constitute the majority of reported healthcare incidents, while actual harmful incidents 
are a subset of this population.66 Thus, by analyzing reports of near misses, researchers 
can expand efforts to identify contributing factors and reduce reoccurrences. 
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Identifying existing safeguards and policies can highlight policy ineffectiveness and 
provide insight into risk mitigation. The reporting systems from the transportation and 
healthcare sectors include documenting lifesaving equipment, policies, and procedures 
that were present or in effect when an incident occurred. Highlighting ineffective 
safeguards and policies can assist AI developers and policymakers in enhancing AI 
safety, trustworthiness, and security measures. Integrating this component into AI 
incident reporting can benefit AI policy development, particularly as AI governance is 
an evolving area. This integration facilitates the necessary iteration needed for AI 
policies to adapt to the dynamic nature of the technology. 

Measuring Severity: A First Glimpse 

A prevalent component observed throughout the examined reporting systems was the 
severity or impact level of incidents. The severity levels reported in the transportation 
and healthcare systems serve dual purposes: besides indicating the severity of an 
incident, they aid in ascertaining the appropriate incident response. Incident response 
examples include investigation, impact assessment, mitigation, and prioritization. 
Investigations can be particularly beneficial for uncovering root causes in severe 
incidents or incidents with ambiguous causal factors. 

These reporting systems employ distinct severity levels. In the transportation and 
healthcare systems, severity levels encompass a span of outcomes ranging from 
fatalities to mild injuries. In cybersecurity, the CVE Program uses the Common 
Vulnerability Scoring System (CVSS) Calculator to administer a quantitative 
measurement of severity on a range of zero to 10.67 The CVSS Calculator provides 
industries, organizations, and governments with a consistent framework for assessing 
and quantifying severity. 

Establishing a standardized framework for assessing the severity of AI incidents can be 
advantageous for the reasons listed in the introduction. Such a framework could also 
aid in affected stakeholder advocacy, policy analysis, and research on AI harm. 
Developing an AI incident severity assessment framework will require further 
exploration and not be discussed in this paper. 
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